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Letter from the Editors

Maureen Mathison, 
Co-Editor

Rachel Bryson, 
Co-Editor

We are thrilled to present this year’s edition of the 
Undergraduate Journal of Contemporary Issues 
& Media with its focus on artificial intelligence. 

As many readers are no doubt aware, Generative Artificial 
Intelligence (GenAI) has reshaped much of how we interact 
with creative processes in all forms of media. The articles in 
this volume, from undergraduate students across the globe, 
interrogate the personal, cultural, and academic implica-
tions of this emerging technology. While the various articles 
are diverse in their approaches and methods, they share in 
common a commitment to nuanced understanding of GenAI 
and its affordances and constraints. Several writers attend 
specificially to questions of ethics and emerging technol-
ogy. Others explore GenAI’s applications in academic writ-
ing and research processes. Still more examine GenAI’s 
connections to literature and popular culture. In short, this 
collection offers a snapshot of how undergraduate students 
are wrestling with what GenAI means—in society, in their 
personal lives, in their educations, and more. 

We would be remiss if we did not acknowledge the stel-
lar work of our undergraduate editorial assistants, whose 
efforts shape and enable the publication of this journal. Our 
content editorial assistants worked with individual authors 
over the course of a full semester to prepare these articles 
for publication. Our design editorial assistants brought the 
journal’s design to life, carefully attending to issues such 
as readability, accessibility, and visual design. The work 
of these undergraduate student editors and authors is the 
heart of this journal, and the care and collaboration repre-
sented in these pages should serve as a model for academ-
ic publishing. We hope you enjoy the results of their collec-
tive efforts.
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ChatGPT & Student   Writing

Introduction  

In November 2022, the software company Open AI 
launched ChatGPT. Since then, instructors and admin-
istrators across the nation have scrambled to find ways 
to prevent students from abusing ChatGPT’s artificial 
intelligence to do their schoolwork for them (Anders, 
2023; Winter, 2023). At the same time, students and 
others have found unique ways to use ChatGPT to do 
their work for them (i.e., brainstorming, drafts, struc-
ture, and editing) through its humanlike response 
(Anders, 2023). Currently, we do not understand if 
a student presenting ChatGPT’s work as their own is 
plagiarism or if it is an advanced composition tool. 

 Students have been warned of the ‘no plagiarism’ 
rule since the beginning of their education in com-
position classrooms—and for good reason. Oxford 
Dictionary defines plagiarism as “the practice of taking 
someone else’s work or ideas and passing them off 
as one’s own” (NP). The unique problem with catch-
ing plagiarism from ChatGPT is that it's not directly 
plagiarizing one source. ChatGPT combines all the 
knowledge it was “trained on” to output human-like 
responses (Open AI FAQs). Oftentimes, older plagia-
rism checkers used to see if students are plagiarizing 
from the internet or a database don’t catch plagiarism 
from AI because of ChatGPT using its own “thoughts,” 
which is possible through Reinforcement Learning with 
Human Feedback (RLHF). 

At this point, there are many unanswered questions 
about using this tool, and it is worth investigating if 
ChatGPT can write a college-level assignment. In this 
paper I will examine if ChatGPT can meet the require-
ments of length, citations, and use of sources like 
those expected of a college student, and if it cannot, 
how close can it get? Further, I’ll be discussing the 
student in the classroom who turns to ChatGPT and 
encourage instructors to reflect on their own teach-
ing styles and assignment sheets. Are students using 
ChatGPT because of their lack of engagement, or is it 
perhaps an issue that starts in the classroom?  

Literature Review 

ChatGPT is a Large Language Model that produces 
its own coherent, human-like dialogue. This artificial 
intelligence software was launched to the public on 

November 30, 2022, and was created by Open AI. 
According to Open AI, “ChatGPT was optimized for 
dialogue by using Reinforcement Learning with Human 
Feedback (RLHF).” RLHF is “a method that uses human 
demonstrations and preference comparisons to guide 
the model toward desired behavior” (Open AI, n.p.). 
ChatGPT gets its human-like dialogue because it was 
trained on “vast amounts of data from the internet writ-
ten by humans” (Open AI, n.p.). Open AI discusses the 
credibility of ChatGPT or the possible lack thereof on 
their site, “ChatGPT is not connected to the internet, 
and it can occasionally produce incorrect answers. It 
has limited knowledge of the world and events after 
2021 and may also occasionally produce harmful in-
structions or biased content.” ChatGPT is not a con-
sistently credible source of information, which raises 
concerns for students using the software as a tool to 
do their work for them. ChatGPT’s credibility is only 
one of many concerns that instructors and scholars in 
academia are discussing.  

Because ChatGPT is so new, there are few peer-re-
viewed sources about how it will affect student writing 
classrooms. Instead, what is available so far are spec-
ulations of ChatGPT’s effect on students’ critical think-
ing and writing skills and composition classrooms in 
general. Brent Anders, in “Is using ChatGPT cheating, 
plagiarism, both, neither, or forward thinking?” reminds 
us that AI will be a forever part of our world and spe-
cifically the workforce. This means that AI literacy will 
now become a workforce skill that students will need 
to know to succeed (Anders 2023). Xiaoming Zhai 
(2023) agrees with Anders in “ChatGPT user experi-
ence: Implications for education” by maintaining that 
AI is a part of everyone’s future, including in education 
(p. 9). Many scholars have concluded that we need to 
include artificial intelligence in learning spaces (An-
ders, 2023; De Winter, 2023; Thorp, 2023; Zhai, 2023) 
to keep up with the fast-evolving world. This could 
potentially look like “using AI tools to conduct subject 
domain tasks” that way students can focus on “creativ-
ity and critical thinking rather than general skills” (Zhai, 
2023, p. 10).  

We must ask: when students use AI to generate 
answers for them, are they missing out on the satisfac-
tory and necessary process of writing as described in 
Composition Studies? Donald Murray (1972), in “Teach 
Writing as Process Not Product,” has hopes that 

Catalina Barraza, Salt Lake Community College
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students will see writing as “the process of discovery 
through language,” which “is the process of explora-
tion of what we know and what we feel about what we 
know through language” (p.2). Nancy Sommers (1980) 
furthers that by talking about the importance of fulfill-
ment when writing in “Revision Strategies of Student 
Writers and Experienced Adult Writers.” Sommers 
argues that “it is a sense of writing as discovery” (p. 
387). Will students find the ‘discovery,’ as Murray and 
Sommers describe, if they have software to find their 
sources and ideas for them?  

Many scholars are concerned that students will 
graduate without having become proficient in the im-
portant learning processes that schools teach, spe-
cifically gaining critical thinking skills (Bishop, 2023; 
Bleumink, & Shikule, 2023; University of Oxford 2024). 
One definition of a student being able to think critically 
means the student will be able to be “good at figur-
ing out what is true”, and “exercising good judgment 
in deciding what to do with the truth once you find 
it” (Bishop, 2023, 16-17). As an experiment, I asked 
ChatGPT why it’s important for students to learn crit-
ical thinking skills in school.  Here is its response: “It 
equips them [students] with tools to navigate complex 
situations, evaluate information critically, and make 
informed choices, which are crucial skills for success 
in academics, careers, and life” (ChatGPT 4, Open 
AI). ChapGPT only knows this definition because of 
its ability to synthesize the information fed to it. Most 
people can agree that critical thinking skills will help 
students in all aspects of their lives. When we are 
given an answer from ChatGPT, are students really 
learning? Is this kind of information gathering different 
from plagiarism? It’s unclear at present.  

We might also ask how much a teacher and their 
assignments will determine whether a student will 
turn to ChatGPT. And, in the case that the student 
does, will the teacher be able to recognize the us-
age of AI in a student’s paper? In “A Computer Wrote 
This Paper: What ChatGPT Means for Education,” Lea 
Bishop (2023) maintains that a key way for teachers 
to find the difference between student writing and AI 
writing is to “Look for substance, not style. Ideas, not 
information. Look for critical thinking” (p. 17). Tracing 
a similar idea, Arend Groot Bleumink and Aaron Shi-
kule (2023), co-founders of AICheat Check (a tool for 
teachers to check plagiarism in their students’ papers), 
argue that teachers are key to preventing students 
from plagiarizing, “an important reason [for students] 
to plagiarize included a poor explanation by teachers” 
(p. 2). Instructors have the opportunity to not only give 
students the resources and help they need to not feel 
like plagiarizing is their only option, but to also make 
connections with their students to know when AI pla-

giarism is present (Bishop, 2023; Bleumink & Shikule,  
2023).  

Returning to early compositionists, Murray (1972)
argues that we should teach “unfinished writing, and 
its glory in its unfinishedness” (p. 2). If instructors 
teach the idea that students are not expected to be 
professionals in their writing, then students would 
respect where their writing skills are and give their es-
says a shot for themselves. Examining how instructors 
coach and hopefully encourage students to embrace 
writing could be a big difference in whether a student 
turns to ChatGPT or not.

Teachers and administrators may need to adapt 
to the new world that students are living in outside 
of the classroom. I’m curious what it says about the 
writing assignment given to students if something like 
ChatGPT can write it. ChatGPT is a software that we 
know is incapable of critical thinking and text to self 
connections. “ChatGPT doesn’t need to be thought-
ful, reflective, or creative. It simply does what it is told 
to do” (Bishop, 2023, p. 16). Holden Thorp (2023), 
in “ChatGPT is Fun but Not an Author” remarks that 
ChatGPT “did well finding factual answers, but the 
scholarly writing still has a long way to go. If anything, 
the implications for education may push academics 
to rethink their courses in innovative ways and give 
assignments that aren’t easily solved by AI” (p. 313). Is 
the only skill needed to pass a college level writing as-
signment syntax and grammar? If so, ChatGPT should 
be able to do that just fine.  

   Methods

Below I discuss the three methodologies I used in 
conducting the research and analysis for this project.

The Student’s Writing 
For this project, I am using an anonymous sam-

ple of student writing while using ChatGPT to write 
the same prompt in an attempt to see which piece of 
writing is more successful. The student example I am 
using to compare to ChatGPT is a 20 year old college 
student majoring in English. The student has an indie 
post-college rock band and works at a local record 
shop. This fact is important to know since the student 
draws on their own experiences with the music in-
dustry in their researched argument essay like in this 
excerpt, “I am someone who works in a dying—or per-
haps long dead—industry. Three days a week, I brave 
a mixture of vintage-crazed teenagers, audiophiles 
and retired hippies/Vietnam war vets at [a local record 
shop]'' (Author 1). Attached to their essay were their 
assignment sheet and the score they received in their 
first-year composition course.  
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I took the writing assignment sheet from the col-
lege student and determined what would be valuable 
to put through ChatGPT to get a response similar to the 
student’s work. Next, I compared the different choices 
that AI made versus the student writer I am using as an 
example. 

The assignment sheet lets the student pick a topic 
of their choice and highlights a general outline of an 
argumentative essay and directs students “to review 
[their] field's literature in order to situate your argu-
ment in the conversation and show your reader that 
you understand the conversation that is going on and 
that you have something to add to it.” The sheet gives 
format guidelines for a researched argument essay: 
claims, supported by good evidence, formal tone, 
logical connections between ideas, paragraphs struc-
tured around topics that move the reader smoothly and 
logically through the paper, a thesis in the first section 
of the paper, in-text parenthetical citations, a works 
cited page, titles and headings    , 9-12 pages long, etc. 
(Instructor 1). 

To set up my comparison, I asked the student to 
send me their essay, the writing prompt, the grade they 
received, and the course in which they were enrolled. 
When I found out the essay was a topic of the stu-
dent’s choice I made sure to read the students’ essay 
first to craft an input for ChatGPT that would be com-
parable enough to the student’s sample. 

ChatGPT’s Writing 
The students' essay was titled “How has TikTok 

Changed the Economic and Cultural Influence of Popu-
lar Music?” (Author 1, 2022, 1). At first, I prompted 
ChatGPT to “Write me an essay about how has Tik-
Tok changed the economic and cultural influence of 
popular music.” Here is where I first ran into ChatGPT’s 
five-paragraph format issue. The assignment sheet the 
student gave me required the paper to be 9-12 pag-
es long. ChatGPT was roughly outputting about 500 
words. The students' 9-page essay was 3235 words. 
Further, I added the word criteria to the prompt for 
ChatGPT, “Write me a 3200-word long essay about 
how has TikTok changed the economic and cultural in-
fluence of popular music.” ChatGPT could not stay on 
topic past about 1500 words and the essay felt surface 
level.  

In an attempt to get a more thoughtful and lengthy 
response from ChatGPT, I changed my wording input 
to: “Write me a college-level 3200 word researched 
argument essay about How TikTok has changed the 
economic and cultural influence of popular music.” 
Once again, I was left unsatisfied with the answer. 
I questioned if I added too many criteria because 

ChatGPT began to ignore it. My next move was to sim-
plify. “Write me a researched argument essay about 
how has TikTok changed the economic and cultural 
influence of popular music.” This time, I could tell 
ChatGPT was pulling information from sources. After 
asking ChatGPT to do MLA in-text citations, it could 
only output a Works Cited page.  

Here is where I discovered that ChatGPT has a 
generating limitation. At this point, the software can 
only generate so many words before it stops. This 
limitation explains why the first prompts I was giv-
ing ChatGPT created short essays. This limitation 
would create a problem for students like the one I am 
studying since there is a 9-12 page requirement. I did 
a quick Google search to see if anyone has found a 
way to go around the limiting barrier. Unsurprising-
ly, this problem was well documented. In the article 
“Here’s the ChatGPT word limit and how to get around 
It,” Fionna Agomuoh (2023) mentions that ChatGPT’s 
word limit is around 4000 characters or 500 words. A 
way around the limit is to simply say “Go on'' or in the 
beginning prompt write “Write me the first 500 words 
of a 3200 word essay about…” (Agomuoh, 2023). I 
tried both ways and was able to push Chat GPT to give 
me 1644 words before it completely abandoned the 
subject and just talked about TikTok with no connec-
tion of the app to music. To keep up with the word limit 
I set for ChatGPT, the software began to write about 
body positivity and mental health amongst its younger 
users. These points have no connection to music and 
ChatGPT doesn’t try to make that any less apparent. 
Even with the hacks to get around the barrier of words, 
we still see the limitations of AI in producing long co-
herent essays like a student can. 

After I was able to input instructions the program 
understood, I got a 1644 word essay from ChatGPT. 
I put the ChatGPT essay into a Google doc and set it 
in MLA format with a Works Cited page with the ten 
sources the program generated. 

Comparing the Student to ChatGPT 
Next, I annotated both essays, noting their differ-

ences and similarities in structure, layout, and con-
tents. After I did my own initial analysis of the two 
essays side by side, I turned to the instructor’s assign-
ment sheet and created a rubric to follow and grade 
the essays on my own. Once I created the rubric, I 
graded both essays out of 50 points because that is 
how the instructor graded the original student’s essay. 
This process makes each of the 9 categories roughly 
about 5 points each, with an extra 5 points lingering in 
limbo up to the instructor to decide. The student exam-
ple I used got 47/50 on his essay from the instructor, 
so I have attempted recreating that score in my rubric 



UJCIM VOL 7 Winter 2025

  8

while also grading ChatGPT’s essay the same as the 
student.  

Here is the grading rubric based on the instructor 
for the student and ChatGPT: 

Criteria Student ChatGPT
Claims supported by good 
evidence 

5 1

Formal tone 4 5
Logical connections be-
tween ideas 

4 5

Paragraphs structured 
around topics that move the 
reader smoothly and logical-
ly through the paper

5.6 5

A thesis in the first section 
of the paper 

5.6 5 

In text parenthetical citations  5.6 0
Works Cited 5.6 5
Titles and headings 5.6 5
9-12 pages 5.6 1
Totals: 47/50 32/50

Table 1: Table showing the grading rubric used to analyze 
the essays from the student and ChatGPT

Discussion 
We see the student scored 15 points higher than 

ChatGPT based on the instructor's grading rubric. 
ChatGPT could hit the requirements of formality, 
thesis, and most format requirements but was missing 
the deep connections in the literature review and was 
incapable of doing in-text citations despite what was 
entered as the prompt for the AI to output. ChatGPT is 
incapable of making thoughtful text      that connects to 
the self  (Bishop, 2023, p. 16). I told ChatGPT to write 
me an essay about how TikTok affects the music in-
dustry and it did just and only that.  

ChatGPT is successful in the mechanics of writ-
ing, it “consistently writes with nearly perfect gram-
mar, syntax, spelling, punctuation, vocabulary, and 
sentence and paragraph structure” (Bishop, 2023, p. 
7). ChatGPT’s essay is in formal third person writing. 
While the student’s essay uses “I” statements, the 
assignment sheet does say “formal tone” as one of the 
criteria and technically formal tone is in third-person 
writing. But does ChatGPT make “claims supported by 

good evidence,” as the instructor desired, if it cannot 
make text that connects to something personal? This 
is the problem we run into with this assignment sheet 
and grading rubric. What are “good evidence,” “for-
mal tone,” and “logical connections,” and what exactly 
makes a transition go “smoothly and logically” (In-
structor 1)? These types of words and descriptions can 
be confusing to students because they are subjective. 
It blurs the line between what constitutes a good grade 
from a bad one.  

In the student’s essay, we see that they recall their 
own life experience to relate to the argument they are 
trying to portray. ChatGPT cannot make these types 
of choices in writing due to it not being a human. 
This output constitutes a generic essay that any-
one can write, even software. ChatGPT also explains 
well-known concepts and the “wisdom of the crowd” 
(Bishop, 2023, p. 7) in its writing. What ChatGPT lacks 
is critical thinking. Bishop explains that critical thinking 
includes being aware of your assumptions and biases. 
The student author makes a connection to their job at 
a record shop and that being the old-fashioned way 
of hearing new music but now we see TikTok be-
coming the new wave for artists to find fame (Author 
1). The student author working in the physical media 
music industry creates a bias towards a more internet 
approach to music. ChatGPT could never make that 
connection unless it was specifically entered into the 
input.  

Here is what ChatGPT has to say on behalf of re-
cord stores and discovering music:

Record stores have long been a staple of the 
music industry, serving as a hub for music en-
thusiasts to discover new artists and albums. 
However, with the rise of digital music platforms 
and streaming services, record stores have faced 
significant challenges in recent years. Despite 
this, many record stores have continued to thrive, 
thanks in part to the resurgence of vinyl records 
and the growing interest in physical media among 
music enthusiasts. For some music fans, record 
stores remain the best way to discover new music, 
offering a unique and personal experience that 
cannot be replicated online. While TikTok has cer-
tainly changed the way that many people discover 
music, it is important to remember that there are 
still many other avenues for music discovery, in-
cluding the traditional record store (ChatGPT).  

This is what the student wrote about on the same 
topic:

The consumption of popular music is ever chang-
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ing. For most of the twentieth century, physical 
media was king. People found music they liked 
from Record Stores, the radio, or a bootleg cas-
sette tape someone gave them, ripped directly 
from their own collection of Vinyl and CD’s. Peo-
ple had stereos, turntables, cassette decks, walls 
of records and CD’s. Nick Horsby in his book High 
Fidelity calls record collecting “(not) like collecting 
stamps, or beermats, or antique thimbles. There's 
a whole world in here, a nicer, dirtier, more vio-
lent, more peaceful, more colorful, sleazier, more 
dangerous, more loving world than the world I live 
in.” (Hornsby 38). Relationships were formed by 
lending or purchasing a physical piece of music. 
Artists could expand on their music by adding 
whatever they wanted onto the covers (Author 1).  

Another of the limitations I noticed of ChatGPT 
was its incapability of in-text citations, such as the one 
the student used above from Nick Horsby (Author 1). 
ChatGPT can synthesize information but cannot show 
directly where it got that information from using in-text 
citations.  

Additionally, a technical struggle I ran into was 
copying and pasting ChatGPT’s response onto a Goo-
gle document. The background is highlighted in black 
no matter my attempts to fix it. After a Google search, 
I found a Chrome extension called Copy for ChatGPT 
launched by web and mobile developer Sethu Senthil. 
The extension will copy the contents of ChatGPT and 
paste them into a document like normal. Another thing 
Copy for ChatGPT does is when I copied contents a lit-
tle box would appear and mention whether the content 
I am copying could set off ‘AI detectors' like Bluemink 
and Shikule created (AICheatCheck). When it did have 
the possibility to set off the detectors it would say 
“This text was flagged as AI generated by plagiarism 
detectors, make some changes before submitting” 
(Copy for ChatGPT). What’s interesting here is that 
using ChatGPT for coursework may require additional 
types of digital literacy.  

 Similarly, ChatGPT touched on the same subject 
as the student about small, independent artists. Here is 
what ChatGPT said about smaller artists: “The plat-
form has become a powerful promotional tool for new 
music, enabling independent and emerging artists to 
gain exposure and build a following” (p. 5). Now here 
is what the student said about independent artists: 
“People [artists] create followings with likes, instead of 
fans at their shows'' (Author 1), and the student further 
explains how the song Supalonely by Benee took off 
because of an influencer who created a dance on Tik 
Tok to the song. “Her video has since amassed more 
than 45 million views, turning her into a Tiktok celebrity 

and helping to make Benee a global sensation” (Author 
1). In the instructor’s assignment sheet, they mention 
“Claims supported by good evidence” (Instructor 1). 
The student used specific examples that I would say 
are “good” while ChatGPT just made a claim and has 
no evidence. The specificity of the human writing 
makes it better.  

Students often learn about synthesizing sources 
in first-year writing courses. It is interesting to exam-
ine how ChatGPT does this work. The AI bot takes all 
its knowledge from a large database, 570 GB to be 
exact, ranging from sources such as books, articles, 
Wikipedia, and other pieces of writing (Hughes, 2023). 
Still, in this essay, ChatGPT mentions “Lil Nas X’s ‘Old 
Town Road,’ which initially gained popularity on TikTok 
before becoming a global hit” (Chat GPT, 2023, 1). We 
see that this information is not just known knowledge 
and the AI pulled this from a direct source. The prob-
lem was from where is ChatGPT pulling this informa-
tion, and is it peer-reviewed? Factual or trustworthy? 
These are the problems we run into with essays written 
with AI. The sources that form the synthesis are not 
clear and there is no discernment in ChatGPT selecting 
them. We cannot interrogate its sources if we don’t 
know what they are. Unfortunately, the student may be 
either out of time or doesn’t know how or what to look 
for; we cannot assume the student would take that 
extra precaution to check its sources. So, I did. I went 
to the Works Cited page from ChatGPT where it creat-
ed ten references for me. Here are the stats on those 
references:

• Only 1 of the 10 was a scholarly source 
• Only 2 of the URLs pulled up articles or videos 

that existed 
• 8 of the references were “404: Page not found” 

With these results, the integrity of ChatGPT ap-
pears to be wildly inaccurate. Did ChatGPT just create 
these articles and names and pretend they came from 
mass media sources such as the New York Times or 
The Guardian? 

Imagining a classroom where a ChatGPT essay 
passes when compared to the student’s example is 
concerning. It reminds me of what my English profes-
sor said in regard to this project: ChatGPT will be the 
factor that forces teachers to get rid of “bad” writing 
assignments. The elimination of bad assignments is 
because ChatGPT is incapable of the critical thinking 
that a “good” college writing assignment requires. 
We must wonder what it means for the assignment if 
ChatGPT, which is incapable of creativity, thoughtful-
ness, reflectiveness, critical thinking, and credibility is 
able to pass (Bishop, 2023). Teachers need to have a 
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connection well enough to students that 1) the teacher 
can determine something off in the student writing that 
might connect to an AI generator like ChatGPT, and 
2) students are more likely to turn to ChatGPT when 
they don’t understand something in class and don’t 
have time to cram for an assessment (Bishop, 2023; 
Bleumink & Shikule, 2023). 

Conclusion 

The effects ChatGPT has on classrooms start with 
plagiarism. Students copying others' work or, in this 
case, a software’s work, prevents students from the 
satisfaction of writing and the process of discovery 
through writing. Students who plagiarize will not learn 
critical thinking skills. Critical thinking is a skill that 
carries into the rest of their lives and is a great tool for 
students to harness in school. Despite it being easy to 
blame students alone for plagiarism from ChatGPT, it 
beckons a call to instructors everywhere on whether 
they are adequately equipping their students to feel 
confident enough to do their own work. Students are 
more likely to turn to ChatGPT when they don’t un-
derstand a subject in school. In the case a student 
does turn to ChatGPT, does the instructor know their 
students well enough to notice? Does the instructor 
have an assignment the program can complete? Can 
ChatGPT even pass as a functioning student brain to 
an engaged instructor?  

My tiny research project compares one student's 
essay to one ChatGPT wrote. From this small sample, 
we might infer that ChatGPT cannot adequately cre-
ate a long enough essay with consistent, reliable, and 
coherent thought. The software caps out at about 500 
words, and if you tell the AI bot to ‘go on’, it can, but 
it begins to include filler that does not contribute to 
the essay's main ideas. Further, at this time, ChatGPT 
cannot complete accurate in-text citations, have solid 
evidence, or back up its claims with specific evidence. 
ChatGPT is incapable of making text-to-self connec-
tions. Text-to-self connections are a key factor to show 
that a student is learning and applying their learning to 
their own life. One final finding from using ChatGPT is 
its inability to be trusted. As found, ChatGPT will create 
sources that do not exist. Instead of finding a credible 
source, ChatGPT will string a bunch of information 
together, creating something that does not exist.  

When comparing ChatGPT’s essay to the student’s 
example, the student rose above in categories of good 
evidence to back up claims, drawing on personal 
insight, citations, MLA format, length requirements, 
text to text connections, text to self connections, and 
maintaining academic integrity while harnessing their 
critical thinking skills. What ChatGPT was able to do, 

but at a less well-executed level, was the mechanics of 
writing such as spelling, grammar, and punctuation.  

In today's composition classrooms, teachers are 
trying to find ways to prevent ChatGPT from being 
used, and in the case it is used, how to recognize it. I 
believe the answer is simple: address the elephant in 
the room. Explain to students what ChatGPT is. More 
importantly, explain why ChatGPT prohibits the ben-
efits of learning, critical thinking, and blocks students 
from the discovery of writing (Sommers 1972; Mur-
ray 1972). And, without being insensitive to teacher 
burnout, teachers should attempt to make themselves 
available to their students for questions about lessons 
or deeper explanations to the students who need it. 
This engagement will be the key to making students 
not feel so alone in assignments and turn to plagia-
rism. ChatGPT is a new tool, and it’s too soon to tell if 
it will cause good, bad, or in the most probable out-
come, mixed effects in the education world. What we 
do know so far is that ChatGPT causes instructors, 
admins, and board of education members to question 
course programs. If AI can write an essay for a course 
and pass, what does that say about the learning that is 
supposed to take place in the classroom? 
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Society's New Oracle: An Ethical Analysis of 
ChatGPT and its influence
Leena Bath, Utah State University

Introduction

In this era of rapid technological advancement, 
ChatGPT has become a global sensation, emerging as 
a transformative tool that has already begun to shape 
the dynamics of our ever-evolving world. Developed 
by OpenAI, ChatGPT stands at the forefront of gen-
erative artificial intelligence (AI), using sophisticated 
algorithms to simulate human-like conversation. These 
algorithms, known as “generative pre-trained trans-
formers,” enable ChatGPT to generate text that closely 
resembles human speech (What is ChatGPT?, 2023). 
With its wide range of applications, ChatGPT has found 
its way into various aspects of our daily lives, revolu-
tionizing how we interact with technology. However, 
beyond its capabilities lies a complex web of interac-
tions and moral quandaries that shape our engagement 
with this tool, society, and our world. This growing 
complexity necessitates a deeper exploration of the 
ethics surrounding ChatGPT. Using Foucauldian ethics 
to analyze this issue offers a unique perspective, 
enabling a comprehensive analysis of ethical nuances, 
societal implications, and embedded structures within 
this seemingly omnipresent AI phenomenon.  

Technical Foundation of ChatGPT

ChatGPT is based on natural language process-
ing (NLP), a branch of AI that amalgamates linguistic 
understanding with computer programming. At its 
core, NLP strives to endow machines with the ability to 
comprehend, interpret, and generate human language, 
essentially bridging the gap between the intricacies 
of linguistic expression and the computational power 
of machines. This fusion of linguistics and comput-
er science serves as the backbone for ChatGPT’s 
remarkable language generation capabilities. With-
in the realm of NLP, ChatGPT is distinguished by its 
reliance on what is called a neural language model 
(NLM). This model uses neural networks as a way to 
perform predictive language modeling and give it a 
basic “understanding” of language structures (Lan-
guage Models Explained, 2024), and it represents an 
innovative approach in machine learning, particularly 
in the domain of language processing. Through the 
NLM, ChatGPT is able to gain an understanding of the 
contextual nuances of language, allowing it to gener-

ate responses that closely mimic human conversation 
(What is ChatGPT?). 

This mastery of language is largely due to the 
pre-training phase of ChatGPT. In this phase, the AI 
model is exposed to extensive corpora of textual data, 
spanning various linguistic expressions and styles 
(Language Models Explained, 2023). The model’s lan-
guage proficiency is then shaped by the dataset, giv-
ing it the ability to understand and respond to an array 
of prompts. The pre-training process not only imparts 
linguistic knowledge, but also instills a sense of con-
textual awareness, enabling a conversation that, upon 
interaction, provides an experience akin to engaging 
with a human. This proficiency in simulating natural 
conversation has positioned it as a transformative tool 
across various domains. 

Current Uses of ChatGPT

Despite its relatively recent introduction into 
society in late 2022, ChatGPT has rapidly become a 
versatile tool, finding application in various aspects 
of daily life. Personally, I frequently use ChatGPT to 
simplify and enhance various aspects of my life. The 
range of applications is diverse: from crafting satirical 
romance stories to debugging code, revising papers, 
simplifying complex topics, initiating brainstorming 
sessions for projects, generating gift ideas for friends 
and family, and creating recipes from random fridge 
contents. I even use it as a tutor in the writing center, 
where I guide students in using it as a valuable tool for 
revising their own work. Teaching students to lever-
age ChatGPT as a writing revision tool is particularly 
valuable, as it not only saves them time and alleviates 
stress, but also imparts skills in engaging with a tech-
nology that is likely to remain prominent in the foresee-
able future. 

Beyond these uses, ChatGPT can also play games, 
reword content, create articles, find keywords, help 
you prepare for your epic trivia night showdown, and 
even compose a love poem that is sure to make your 
true love swoon and accept your proposal. It can help 
draft emails, do research, have conversations, answer 
questions, streamline presentations, and organize 
information (What is ChatGPT?, 2023). It is even used 
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by many as a quasi-search engine, with users typing in 
questions to receive immediate answers. 

Recently, I have been noticing a growing trend in 
conversations and classes where the phrase “let’s ask 
ChatGPT” is used to answer a hard or confusing ques-
tion. This seems to depict the AI model as an all-know-
ing entity, similar to the way society views search 
engines like Google. This reflects a shift in perception, 
with people turning to ChatGPT like they are consult-
ing the oracle in The Matrix, (Wachowski, et al., 1999) 
highlighting its emerging role as a go-to source for 
information and insights in various spheres of life. This 
trend underscores ChatGPT’s growing influence in our 
daily interactions.

ChatGPT and the Rise of the Internet

The parallels between ChatGPT and the rise of 
the internet are striking. Just as the internet revolu-
tionized communication, ChatGPT introduces a new 
dimension to interactions. Initially emerging as a tool 
for government researchers in the 1960s, the internet’s 
integration into public life expanded gradually over de-
cades (A Short History). Similarly, the development of 
ChatGPT began in 2015, undergoing iterative improve-
ments before its widespread release in 2022 (ScriptB-
yAI, 2023).

Both technologies exhibit a pattern of gradual inte-
gration into society. Just as early internet models were 
not widely adopted until later stages, ChatGPT’s initial 
versions saw limited use before becoming integral to 
daily conversations. This evolution suggests a trajec-
tory wherein generative AI tools, like ChatGPT, could 
become ubiquitous, transforming academic, social, 
and professional spheres. 

Despite their advantages in facilitating communica-
tion and access to information, both ChatGPT and the 
internet face challenges, such as credibility issues and 
ethical dilemmas. The evolving nature of these tech-
nologies complicates our understanding and ethical 
evaluation, emphasizing the need for continual reas-
sessment. 

In examining these parallels, we can anticipate 
the future integration of ChatGPT into society, while 
acknowledging the complexities and ethical consider-
ations that accompany its development and use. 

Foucauldian Ethical Framework

In this context, the insights of Michel Foucault can 
function as guiding principles for navigating the ethi-
cal complexities of AI use and integration. Foucault’s 

framework allows us to engage in self-reflection in a 
way that allows us to think about our interaction with 
technology and how it affects us. In her article “Ethical 
Discourse and Foucault’s Conception of Ethics,” Mary 
Candace Moore gives a great summary of Foucauld-
ian ethics when she says, “Ethics does not refer to a 
body of rules or prescriptions for right conducts, but 
rather it refers to the self-forming activity whereby one 
seeks to develop insight by practicing the inquiry that 
makes possible philosophical ethics” (Moore, 1987, p. 
82). Essentially, she is saying that ethics don’t have to 
mean a definitive answer of what is right and wrong 
but can be the process of analyzing yourself and your 
activity, changing your actions accordingly. Too often, 
society wants us to draw clear cut lines between what 
is ethical and what is not, but in this case, we cannot 
reasonably make many of those judgements because 
of the nature of new and adapting technologies. 

Brenton Faber elaborates on Foucault’s ethical 
framework, highlighting its emphasis on self-aware-
ness and critical engagement. According to Faber, 
Foucault posits that ethics transcend mere intuition; 
ethics involves a profound understanding of underlying 
values and ideologies that shape our intuitive respons-
es. This ethical orientation not only informs the way 
we interact with and understand organizations and 
institutions in our lives, but also influences the relation-
ship everyone has with themselves. This is because 
Foucault’s ethics are based on the idea of identifying 
power structures that are attempting to normalize your 
decisions, and deciding which structures you will or 
will not allow to affect you. He argues that one must 
first understand how their individual beliefs and values 
have been created and affected in order for them to 
act ethically, and that to do otherwise, “Without suffi-
cient knowledge of the naturalized values that might 
be motivating oneself, or another individual, is unethi-
cal” (Faber, 2009, p. 195).  

Technology will continue to change, and as such, 
so will its ethical and unethical uses. Using Foucault as 
an ethical framework allows us to analyze these issues 
not as fixed categories of ‘ethical’ and ‘unethical,’ but 
as products of ongoing power dynamics and social 
forces. This approach enables us to look at elements 
of the technology in a way that we can analyze and 
reevaluate as time goes on, assessing what is truly 
considered ethical in relation to it. 

This analysis will focus on a few key elements of 
Foucault’s concept of ethics. First, organizational pow-
er and power structures; second, normalization; and 
third, surveillance and privacy. 
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Foucauldian Analysis
Organizational Power in Foucault

In Foucault’s view, power functions in a transfoma-
tive way because “It does not link forces together in 
order to reduce them; it seeks to bind them together 
in such a way as to multiply and use them” (Foucault, 
1999, p. 97). Foucault saw organizational power as a 
threat to our individual autonomy and, as such, said 
that “Only after understanding the ways in which 
competing forces are attempting to naturalize one’s 
behavior, thought, and judgement can one say one is 
prepared to act ethically” (Faber, 2009, p. 196). His 
ethical guidelines require that we look at how we are 
affected by organizational power structures to evaluate 
how such structures are affecting individual autonomy.  
Power structures in Foucault are interesting because 
instead of being defined as we would initially think—a 
well-established organization, like governments and 
schools, that are often seen as oppressive—power 
structures can be anything and everything that affects 
and changes us. Because of this, Foucault does not 
speak of power structures as oppressive forces, but 
rather like those involved in the creation of mountains, 
functioning “to ‘train,’ rather than to select and levy” 
(Foucault, 1999, p. 97). In this case, various forces in-
teract, redirecting each other to form novel outcomes, 
without having equal influence in the final result. 

ChatGPT functions as a power structure under this 
understanding, in part, due to the way that it has been 
embedded within our societal fabric. It is rapidly be-
coming present in everyday life, turning into one of the 
forces that act on us daily and influence our decisions. 
As we interact with ChatGPT, it actively influences our 
thoughts and perspectives in a very unique way that is 
greatly affected by the power structures, sources, and 
vast amounts of data that have gone into the making of 
the generative model itself. This dynamic relationship 
reflects the evolving role of technology in shaping so-
cietal narratives, and highlights the ways in which we 
are constantly affected and shaped by it. 

Foucault’s philosophical framework compels us to 
dissect the intricate power dynamics pervading our 
lives, prompting a meticulous examination of ChatGPT 
and its intricate role within our societal fabric. The 
increasing perception of ChatGPT and the internet 
as comprehensive information sources is generating 
tensions and influencing the way our society is devel-
oping. The extensive training data driving ChatGPT’s 
functionality introduces inherent inaccuracies and bi-
ases, underscoring the need for critical evaluation from 
the perspective of power dynamics and effects. Fou-
cault encourages an examination of the power struc-
tures in our lives, necessitating scrutiny of ChatGPT 

and its role in our society, in turn prompting us to look 
at the power structures influencing the AI model itself. 

One such power structure influencing ChatGPT 
can be found in the training process, where a process 
called reinforcement learning with human feedback 
(RLHF) takes place. In this process, human testers 
help to align the LLM outputs with things that humans 
value, but because everyone values different things, 
this creates bias. The model is shaped by the people 
giving the feedback, not the users themselves, raising 
concerns about the inclusivity and diversity of those 
shaping the model (Wu et al., 2023). In this way, the 
power structures influencing us as users of the AI pro-
gram are exponential because we are in part affected 
by each person behind RLHF, and the power structures 
that, in turn, have shaped them and influenced their 
ideas.    

The pre-training phase of ChatGPT is likely the 
most important part of the AI model to analyze in re-
spect to power structures. This is best exemplified in 
the recent legal issues surrounding ChatGPT, including 
accusations of plagiarism that highlight challenges tied 
to its active learning nature (Alter & Harris, 2023). The 
model continuously refines responses based on inter-
actions, posing a risk of reproducing content without 
proper attribution. Because of this, the New York Times 
has filed a lawsuit against OpenAI and Microsoft for 
copyright infringement (Grynbaum & Mac, 2023). The 
New York Times case is one of many lawsuits against 
the generative AI program, but “is the first major 
American media organization to sue the companies… 
[contending] that millions of articles published by The 
Times were used to train automated chatbots that now 
compete with the news outlet as a source of reliable 
information” (Grynbaum & Mac, 2023). ChatGPT is, at 
its core, simply an amalgamation of countless sources 
that inform both the way it produces language and the 
information it provides. Because of this, we must be 
aware that ChatGPT is simply spouting out information 
that is on the internet, being greatly affected by the 
broader biases and tendencies prevalent in the data it 
learns from. 

Foucault’s theories about the influence of power 
structures on individuals and their autonomy find reso-
nance in the ongoing discourse surrounding ChatGPT. 
Questions about its utility, potential harm, and socie-
tal impact echo concerns about the broader conse-
quences of technology. The current narrative, filled 
with uncertainties and fears, underscores the need for 
careful consideration and ethical engagement with this 
emerging technology. 
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In navigating these intricate dynamics, society 
must remain vigilant, critically assess the implications, 
and engage in ongoing conversations about the ethical 
dimensions of AI. This involves not only understanding 
the technology, but also actively shaping it to align with 
or challenge societal values and norms. As we contin-
ue to grapple with these challenges, the ethical inter-
action envisaged by Foucault necessitates a collective 
commitment to fostering awareness, responsibility, and 
autonomy in our engagement with emerging technolo-
gies like ChatGPT (Faber, 1999). 

Foucault’s Theory of Normalization

In Foucault’s theory of normalization, the historical 
reliance on clearly defined lines to define social norms 
has transitioned into a more abstract conceptualiza-
tion. This shift places the norm, a very subjective and 
elusive concept, at the core of societal evaluation. The 
norm “differentiates individuals from one another, in 
terms of the following overall rule: that the rule should 
be made to function as a minimal threshold, as an av-
erage to be respected or as an optimum towards which 
one must move” (Foucault, 1999, pp. 101-102). Individ-
uals are measured based on their proximity or distance 
from this norm, with closer alignment indicating great-
er perceived normality and acceptability. 

However, this societal inclination toward the ‘norm’ 
poses significant challenges, as it problematically 
suggests that conformity and loss of individuality is the 
pathway to societal acceptance. Diversity is essential 
for a vibrant society and encompasses a wide range 
of personalities, ideologies, and perspectives. When 
individuals gravitate towards normalization, the result 
is a reduction in societal diversity, fostering an almost 
mechanical uniformity, resplendent of many utopian 
and dystopian novels alike, and compromising individ-
uality. Diversity is the propellant of creativity. Without 
it, innovation and development essentially could not 
occur (Why Is Diversity So Important?, 2024). 

Individuality in society can also have ethical im-
plications. Having individuality is what creates and 
allows for one being an “ethical being; it implies the 
possession of all our powers, thoughts, qualities, 
opinions, standards, values, so that we are determined 
by ourselves, not by society” (Lindsay, 1920, p. 423). 
While a utopian vision of universalized ethics may be 
appealing, it can also lead to a stifling conformity that 
erodes personal identity. Conflict and diversity, integral 
components of societal dynamics, serve as catalysts 
for change and the essence of a fulfilling life. The con-
cept of societal normalization thus raises distressing 
concerns. In this context, technologies, like ChatGPT, 
play a pivotal role. ChatGPT’s normalization of lan-

guage and perspectives may inadvertently contribute 
to a homogenized societal discourse, potentially dimin-
ishing individuality and diversity. As ChatGPT becomes 
increasingly integrated into communication channels, 
the risk of stifling individual expression and promoting 
conformity looms larger; hence, ethical considerations 
surrounding ChatGPT’s impact on societal norms and 
individual identity become paramount, urging us to re-
flect on the broader implications of its usage in shap-
ing our ethical landscape.  

Foucault’s framework provides a nuanced per-
spective by characterizing this normalization as a 
spectrum, saying that “In a sense, the power of nor-
malization imposes homogeneity, but it individualizes 
by making it possible to measure gaps, to determine 
levels, to fix specialties, and to render the differences 
useful by fitting them one to another” (Foucault, 1999, 
p. 103). The idea of the norm functions by encouraging 
individuals to choose where they want their position to 
be relative to the norm. However, the perpetual com-
petition to reach the norm persists. 

In the context of ChatGPT, this notion of ‘distance 
from the norm’ takes on a potentially problematic 
dimension. Unlike humans, ChatGPT lacks a nuanced 
judgment of diversity and individuality. The NLM un-
derlying ChatGPT tends to normalize information, re-
search, and opinions, providing more diverse perspec-
tives only upon specific prompts. This inherent bias in 
information dissemination contributes to the normal-
ization of ideas and perspectives within societies. 

While ChatGPT may not completely eliminate so-
cietal diversity, it runs the risk of reducing diversity on 
topics less familiar to certain communities. As global-
ization continues and ChatGPT becomes increasingly 
integrated into various facets of daily life, it serves 
as a facilitator of normalization without the personal 
judgment characteristic of human interactions. Con-
sequently, there’s a heightened risk of diminishing the 
diversity of voices, particularly within minoritized com-
munities whose perspectives may not align with the 
mainstream or dominant narratives. This has already 
been occurring in society, as everyone works towards 
a more ‘standard’ version of language, communication, 
and overall acceptable existence. Tools like ChatGPT 
could perpetuate this cultural homogenization, impos-
ing dominant cultures onto minority groups. ChatGPT’s 
normalization process could act as an ongoing form of 
colonization, suppressing or overshadowing the unique 
cultural expressions and identities of marginalized 
communities. 

Furthermore, by perpetuating mainstream narra-
tives and perspectives and engaging in the process of 
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normalization, ChatGPT may inadvertently reinforce 
existing power dynamics that marginalize minority 
groups. This can result in the loss of cultural heritage, 
identity, and autonomy, as well as reinforcing the 
current caste system and its accompanying prejudices 
and discriminative practices. Therefore, it is impera-
tive to critically examine and address potential conse-
quences of AI normalization to ensure the preservation 
and celebration of diverse cultures and identities. 

Surveillance and Privacy

Surveillance and privacy are quickly becoming cru-
cial focal points in the context of AI, invoking concerns 
that align with societal apprehensions often expressed 
about new technologies. Foucault’s ethical framework 
allows us to scrutinize personal privacy and possible 
intrusions of it, becoming important considerations in 
assessing the impact of new technologies on individual 
autonomy. 

Personal autonomy violations are most likely to 
arise from the surveillance and data collection capabil-
ities inherent in AI systems. The question then be-
comes: How could the surveillance and data amassed 
by AI potentially limit our personal autonomy? The 
answer lies in the intricate web of information that AI 
can gather, process, and utilize to make predictions 
or recommendations. The extensive data surveillance 
may lead to the shaping of individual behaviors, prefer-
ences, and even decision-making processes based on 
algorithms and patterns discerned from the collected 
data. This, in turn, could constrain personal autonomy 
by influencing and directing individuals along prede-
termined paths, routes, or trajectories set by the AI 
system itself, or by those who design or program it. 
These paths may be established based on various 
factors such as algorithms, data patterns, or intended 
outcomes. This could constrain personal autonomy by 
guiding individuals along these predetermined paths, 
subtly influencing them to conform to perceived norms 
or expectations inherent in the AI system. 

ChatGPT utilizes user prompts to refine its re-
sponses over time. While this data doesn’t necessarily 
retain specific information about each interaction, it 
does mean that any data provided by individual users 
is now part of the collective AI database and can never 
be deleted. This raises concerns about infringement on 
personal and intellectual property privacy, even though 
users willingly contribute this information because they 
do not fully grasp the potential implications of their 
actions. (ChatGPT and Data Privacy, 2024). 

The data collection practices of ChatGPT extend 
beyond the content of interactions, delving into spe-

cifics like IP addresses, dates, times, browsers, and 
device-related information. It also uses cookies to 
gather analytic information. Additionally, if you engage 
with the tool on social media, it can collect personal in-
formation from your profiles (Govin, 2023). The lack of 
transparency surrounding this data collection process 
is especially disconcerting. Users are often unaware 
of the extent and implications of the data gathered, 
engaging with the tool without a clear understanding of 
the potential risks. 

Although ChatGPT claims to utilize collected data 
solely for response training purposes, the lingering 
concern revolves around the risk of a data breach and 
the potential compromise of personal information. 
The growing web of surveillance and data collection 
in AI technologies, exemplified by tools like ChatGPT, 
poses a significant challenge to individual autonomy, 
demanding a more transparent and ethically sound 
approach to safeguard user privacy and autonomy in 
the digital age.

Ethical Recommendations for Engaging with 
ChatGPT

First—when engaging with ChatGPT, be aware of 
what you are reading. Don’t just take its answers for 
granted. Think about them. Fact-check the information 
with credible sources before you believe it. 

Second—analyze ChatGPT’s responses for bias. 
Ask yourself, “What biases could be present in its 
responses?” As you analyze for bias, keep in mind that 
this process is something we all encounter regularly 
in various contexts. Whether we’re evaluating news 
articles, social media posts, or personal opinions, we’re 
constantly assessing for potential biases. Remember 
that biases in responses don’t necessarily invalidate 
the information or insights provided; however, they do 
require careful consideration when interpreting and 
utilizing that information. It’s an essential skill for main-
taining objectivity and critical thinking in our everyday 
lives. 

Third—be wary of using ChatGPT as a creation 
tool. ChatGPT doesn’t ever actually “create” content—
it takes an average of all language on the internet 
and regurgitates it at you in a different order. Nothing 
it says is completely new; its output is all based on 
patterns and data. There is no real creativity. So, when 
you get something from ChatGPT, make sure you ask 
where it may have come from first. Do research to find 
those answers in other places, and cite your sources. 
Give people credit for their work! 
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Conclusion
These considerations and examinations of 

ChatGPT’s relationship and impact on society bare-
ly scratch the surface of the complex and evolving 
landscape of AI. While this exploration has shed light 
on certain facets, the interplay between technology 
and human interaction is multifaceted and continually 
evolving. Self-reflective processes serve as a wonder-
ful starting point for navigating this intricate terrain, but 
they aren’t a definitive roadmap for understanding the 
full scope of the issue. It is important to keep in mind 
the intricacies inherent in the integration of AI tech-
nologies, recognizing that the ethical implications and 
societal effects are nuanced and context dependent.

Ethical AI use is a dynamic endeavor – one that 
requires constant scrutiny, adaptation, and a keen 
awareness of the evolving technological landscape. 
Users can navigate the complexities, mitigate potential 
inaccuracies, and address emerging challenges in this 
ever-evolving technological society as they engage in 
thoughtful reflection. This proactive approach aligns 
with Foucault’s vision of ethical interaction—a continu-
al process of questioning and adapting. 

As the dialogue between humanity and technology 
continues, ethical engagement becomes even more 
important as an endless journey. By cultivating mindful 
awareness of the implications of AI tools like ChatGPT, 
we empower ourselves to shape a future where the 
integration of technology and human values coexists 
harmoniously. As we navigate this intricate terrain, our 
commitment to ethical considerations will play a pivotal 
role in defining the contours of a technologically aug-
mented society.  
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Fourth—ask ChatGPT for multiple perspectives and 
more information on topics. Don’t just be satisfied with 
the surface level answers! Dig deeper and take back 
your decisive power when it comes to learning and 
information.

Fifth—be aware of what information you include in 
your responses. Is it confidential or personal informa-
tion that you don’t want to be included in the collective 
AI intelligence? 

Sixth—make yourself aware of policies and prac-
tices regarding information and data use, as well as the 
terms and conditions of the tools you are using. When 
you are using the tool, you are agreeing to their terms 
and conditions, so make sure you know what you are 
agreeing to instead of simply clicking agree. 

Engaging with any tool requires training and prac-
tice. With generative AI becoming such a prominent 
part of society, and the expectation of it becoming 
even more integrated, it is important that we begin 
learning how to use it and engage with it in ethical 
ways now, rather than later. Schools should teach 
students how to do this, allowing them to critically 
interact with new AI tools, and teaching them ways 
of approaching its use and analyzing its outputs. This 
proactive approach ensures that students develop the 
necessary skills to navigate AI tools responsibly and 
ethically in an increasingly AI-driven world. 

Humanizing AI: Infusing Empathy and Creativity

The use of technologies like ChatGPT seems to 
be a dehumanizing act, as it is taking humanity out of 
certain acts and even, in some cases, replacing hu-
man interaction. It raises concerns about the risks of 
diluting the warmth and compassion inherent in human 
interaction by replacing it with machine integration. I 
vividly recall an experience of receiving a message 
after a breakup that sounded robotic, almost as if it 
were generated by ChatGPT. Although it is unclear if 
the message was, in fact, generated by AI or not, the 
message is the same: compassion and empathetic 
language is essential in many human interactions. This 
encounter left me feeling even more hurt than before, 
as it seemed that the individual didn’t even care about 
me or the breakup. This highlights the need to infuse 
AI with a more humane touch. ChatGPT’s responses 
can be great, but, ultimately, it is not a human, and 
therefore cannot exhibit the same empathy or emo-
tion that a human could. As humans, we can use our 
judgment to determine the level and type of humanity 
needed in communications, and help apply that to con-
tent that may otherwise be AI generated. 
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THE IMPACT OF ARTIFICIAL INTELLIGENCE ON 
STUDENT WRITING IN AFRICA
Confidence C. Chibuzor, Edo State University, Nigeria

Introduction

Artificial intelligence has emerged as one of the 
most transformative technologies in recent years, 
revolutionizing various sectors including education. In 
general terms, AI refers to computational tools that can 
substitute for human intelligence in the performance of 
certain tasks such as learning, problem-solving, and 
decision making. This technology has the potential to 
address some of the significant challenges faced by 
educational systems in Africa. Significant challeng-
es include access to quality education, personalized 
learning experiences, and improved student outcomes. 
In higher education, writing is an important part of the 
curriculum. Writing is often a means of assessing what 
students know about a topic, and writing-to-learn is of-
ten implemented as an instructional technique (Schum-
acher & Nash, 1991).

 Writing is an essential skill that plays a crucial 
role in the life of students, both in secondary schools 
and universities. This is because it serves as a tool for 
communication, self-expression, critical thinking, and 
academic success. A vast majority of students in Afri-
ca and beyond can attest that at many instances they 
have been given a topic, project, or academic paper 
to write, which would either make or mar their grades 
in school. Due to this importance, the use of artificial 
intelligence for assistance cannot be avoided because 
many students are either limited academically or are 
lacking in the basic use of English language.

In Africa, where education is seen as a key driver 
of social and economic progress, AI-powered writ-
ing tools have potential to play a transformative role. 
By harnessing the power of AI, African students can 
improve their writing skills, hone their critical thinking 
abilities, and achieve better academic results. AI can 
also provide personalized feedback and guidance, as 
well as access to a wealth of information and resourc-
es that can help students grow as writers and thinkers. 
One of the main benefits of AI in student writing is its 
ability to provide a wealth of information for research 
and exploration. Years back, when technology had 
yet evolved, students had to scour through series of 
newspapers, textbooks and other sources in order to 
get the needed information for their writing. But with 
the innovation of artificial intelligence through tools like 

ChatGPT and Chatbox, sourcing for information has 
never been easier.

It is important to consider that many Africans are 
second-language users of English. Therefore, most 
students in countries like Kenya, Tanzania, Malawi and 
even Nigeria (the giant of Africa), may encounter diffi-
culties in writing an academic paper. This could lead to 
them using artificial intelligence as a means to support 
their grammatical inabilities. The use of AI in improving 
the use of English cannot be overstated. This is be-
cause AI-powered tools can help students of all levels 
of learning in Africa to improve their grammar, spelling, 
punctuation, and syntax. By providing real-time feed-
back and suggestions, these tools can help students 
write more clearly and efficiently and effectively.

The use of artificial intelligence can also have a 
number of negative effects on the writing of students 
in Africa. For starters, it is safe to say that many stu-
dents over-rely on artificial intelligence when it comes 
to writing an essay, term paper, or any other given 
scholarly work. This can limit their critical thinking 
ability because writing on its own requires a vast range 
of abilities to think effectively and effortlessly.  AI could 
also cripple students’ ability to be creative when writ-
ing. Furthermore, it could hinder opportunities for them 
in an external environment where they would need to 
write texts that would show their level of intelligence, 
with little to no use of technology; that is, they would 
need to write extensively from their brain.

The use of artificial intelligence for student writing 
has brought advancements that allow students in Af-
rica to streamline their workflow, improve their writing 
skill, improve their content, and build their vocabulary 
use as English language learners. In spite of these 
advantages, AI has also brought about several cases 
of plagiarism, copywriting without proper referencing, 
and laziness to make adequate research on papers.

This paper seeks to cover the impact of artificial 
intelligence on students’ writing in Africa by covering 
the rise of the use of ChatGPT and chat bots in the 
educational sector. This paper gives a clear overview 
on the positive and negative effects of artificial intel-
ligence in writing while also dealing with the ethical 
implication of composing with AI.  This paper will also 
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cover how AI tools both afford and constrain opportu-
nities for marginalized individuals and groups in Africa.

Literature Review
There has been a growing body of research in 

recent years on the impact of AI on student writing in 
Africa. As artificial intelligence technologies continue 
to be developed and implemented in education, it is 
important to understand how these innovations affect 
the writing abilities of students in Africa. This literature 
review will explore the various ways in which AI influ-
ences student writing with a focus on scholarly works 
in the field. The goal is to provide a comprehensive 
overview of the current state of knowledge on this 
subject.

One vital aspect to consider is: how AI can be uti-
lized as a tool for improving students’ writing skills? In 
the study, The impact of artificial intelligence on edu-
cation, Abdullah (2018) discussed how AI can be used 
to provide personalized feedback to students, helping 
them to identify and correct errors in their writing. This 
personalized approach can be particularly beneficial 
for students in Africa, where access to information 
can be limited. Moreover, as noted by Esterhuyse et 
al. (2019), AI can also be used to assist students in 
developing their critical thinking and problem-solving 
abilities, which are important skills for effective writing. 

AI also has the ability to support language learn-
ing and literacy development among African students. 
In their research on the impact of AI on literacy and 
learning, Feng et al. (2020) demonstrated how AI tech-
nologies can be used to provide real-time language 
translation and grammar support, mainly for students 
who may be writing in a language that they are not 
familiar with. This is especially relevant in Africa 
where multilingualism is common, and students may 
face challenges in expressing themselves accurately 
in the language of concern. As noted by Shrestha et 
al. (2021) in their study, AI and multilingual education 
in Africa, AI tools can be valuable in supporting the 
diverse linguistic needs of African students and in turn 
positively impacting their writing abilities.

  On the other hand, some researchers have 
raised concerns about the potential negative impacts 
of AI on student writing. In his work, The dark side 
of artificial intelligence in education, Smith (2019) 
highlighted the potential for AI to stifle creativity and 
originality in students’ writing as automated feedback 
may prioritize conformity over innovation. Moreover, 
AI-powered writing tools could lead to overreliance on 
technology. 

Another reason to consider as a potential demerit 
of AI-powered writing tools is the issue of plagiarism, 
which is defined as using the work of another and 
pretending that it is one’s own. Francke and Alexander 
(2019) stated that algorithms can be developed for AI 
applications to plagiarize existing text. This research 
also stated that students will regard AI as a tool of their 
trade, and they will use it to plagiarize. 

The impact of AI on student writing in Africa is a 
complex and multifaceted issue that deserves contin-
ued scholarly attention. With the potential to enhance 
research and information findings, support language 
learning, and improve literacy skills, AI presents prom-
ising opportunities for students in Africa. However, it is 
crucial to remind ourselves of the potential drawbacks 
and consider how artificial intelligence can be effec-
tively integrated to support rather than replace the 
development of students’ writing abilities.

The Positive Impact of AI on Student Writing 
in Africa

In recent years, artificial intelligence has gained 
significant attention in the writing of students at basic 
educational levels and in higher institutions of learning 
across Africa and the world. According to an article by 
students at the University of North Sunatra, Quillbot, a 
top-rising AI tool, can help students find writing errors 
such as punctuation and grammar.  

AI tools such as ChatGPT and Grammarly have 
helped students to effectively write comprehensive 
and grammatically accurate essays, term papers, 
and projects with much ease, thereby increasing the 
educational standard in Africa. ChatGPT can answer 
all questions on various topics in English essays. It 
considers the event order, including using main and 
explanatory sentences, and a conclusion (Fitria, 2023). 
A study conducted by the African Academy of Sci-
ence found that students who had access to AI-based 
writing tools showed significant improvement in their 
writing skills, with an average increase of 20% in writ-
ing scores. This suggests that AI is having a positive 
impact on the writing skills of students in Africa.

Furthermore, in African countries such as Chad, 
Somalia, and South Sudan, where access to quality 
education and good educational facilities that aid pro-
ductive outcomes can be limited, AI has the potential 
to bridge the gap and improve students’ writing skills. 
Therefore, the subsequent pages of this work aim to 
properly analyze the positive impact of AI on student 
writing, mainly in countries in Africa, ranging from 
improvement of human creativity, research, knowledge 
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increment and grammar to the reduction of energy 
spent and improved time management. 

One difficulty in writing that AI has potentially 
helped to solve is overcoming writer’s block. In this 
situation, a person is unable to start a piece of writ-
ing mainly because they feel stuck. AI writing tools, 
such as those that generate writing prompts or pro-
vide ideas for topics, could help students overcome 
the feeling of being stuck and unable to write think of 
something to write about. Many students in Africa are 
limited in information access, therefore when given 
an assignment to write on a particular field of study, 
most students may encounter difficulty in starting, but 
through rigorous findings and research with AI-aided 
apps, they could get a starting point on their write up 
and sail on from there.

We also cannot ignore the fact that AI can help tre-
mendously in conducting research about an unknown 
topic. For instance, when an African student is given 
an essay to write on the history of the American pol-
itics, knowing nothing about such a topic before, the 
student might use an AI app as a research assistant. I 
cannot stress the fact that AI has made a broad impact 
in the writing of African students.

The impact of AI on African students cuts across 
the effective use of grammar, structure, vocabulary 
and context in writing. Most of the countries in Africa, 
as I have already discussed, have English as their sec-
ond, third, or borrowed language. This can limit their 
fluency both in speaking and writing. But at interna-
tional levels where English and the knowledge of it are 
very essential, some level of assistance is needed by 
those students. According to some researchers, the 
lack of standardized writing practices in some African 
countries can also make AI very beneficial to students, 
owing to the fact that AI does not only assist with 
research but also constructs the information found in a 
systematic and standardized manner.

 AI aids students in systematically arranging cita-
tions to make their work unique. Subsequently, be-
cause of the limitation of information in some African 
countries, there might be a difficulty in both analyzing 
and citing references. With the use of artificial intelli-
gence, citing will be made easy for students. Although 
some may argue that the easy road may not always 
be the best, it is still safe to say that little is better than 
none.

Furthermore, it is important to remember that AI 
has been beneficial to African students in providing 
personalized feedback. Personalized feedback refers 
to the feedback tailored to the individual needs and 

abilities of a student. In the context of AI, personalized 
feedback can be generated by AI writing tools that will 
provide suggestions based on their specific strengths 
and weaknesses.

 It is undeniable how the use of AI in writing has 
saved a lot of time, energy, and effort. This is due to 
the fact that AI provides the information needed on a 
particular issue, thereby reducing unnecessary brain-
storming. In addition, African students no longer feel 
the need to cross check their spelling and grammar 
use while knowing that the app they are using for a 
particular project is error proof. Although some may 
argue that such AI uses deplete the student’s ability to 
brainstorm properly, I argue that some students actual-
ly do better with such an innovation.

The positive impact of AI on the writing of African 
students is evident through its ability to provide ac-
cess to educational resources, to give room for easy 
and quick research, and to offer personalized learning 
experiences. It is also important to note that in Afri-
ca these innovations have aided a lot of students in 
improving their language proficiency when it comes 
to the use of grammar, structure and construction of 
accurate sentences, especially for African students 
that are looking forward to taking international exam-
inations.

Negative Impact of Artificial Intelligence

Despite the many benefits of AI apps in aiding 
students’ writing, particularly in Africa, everything 
that has merits must also have demerits, and the use 
of these writing apps cannot be exempted. While AI 
writing apps have been known to save time, energy 
and effort, it can also limit a student’s thinking and 
creativity. This is because most students prefer the 
easy way of doing things instead of the best way to 
do them. Typically, when a student is given a project 
to write, they neglect the steady, “long” process of 
making research from relevant sources, analyzing the 
information and drawing suitable points to back up the 
argument. This eventually drains their ability to ana-
lyze information properly, crippling their imaginative 
and cognitive skills. That is why the creativity level of 
students is reducing by the minute.

Another point to consider is the fact that these AI 
writing tools write good essays for students, and in 
return, the students do not learn the techniques on 
how to write goods essays. Like an African proverb 
says, “give a man a fish and you feed him for a day; 
teach a man to fish and you feed him for a lifetime,” AI 
writing tools offer quick and accurate essays, but with-
out properly learning how to write, the student even-
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tually comes back for assistance on a given project, 
which, in turn, may increase the use of AI and enlarge 
the pockets of their investors. Linking this reason to 
student writing in Africa, some university students that 
are known to have good grades in writing essays may 
use ChatGPT to do their work.

 Sometimes, when engaging in an intellectual 
conversation with students, one may find out that they 
have immense difficulty in putting right sentences 
together. Then again, these same sets of people write 
jaw-dropping essays. Inadvertently these students pay 
more attention to just getting good grades and neglect 
the future outcome. For instance, when they eventu-
ally find themselves in a level where they would need 
to write an impromptu essay to prove their worth, they 
flop and become confused as to how they would write 
and the techniques they would need to apply to get a 
good outcome because all along they’ve been using AI 
apps and not improving on their writing skills. 

Furthermore, the use of AI writing tools brings 
about the absence of new innovation. That is to say 
that these writing tools only have the ability to give 
information that have already been written by numer-
ous people, lacking new ideas, originality, and spon-
taneity. Also, when African students write on issues 
like cultural marginalization, racism, and unequal rights 
from a personal point of view, there is a difference in 
tone, mood and emotion than the AI generated write 
up. The reader finds it easier to connect with the writer 
and feel the emotions conveyed by them, but that is 
different when it comes to AI assisted write-ups as AI 
cannot feel or convey human emotions.

Another point worth noting is that AI writing tools 
reduce students’ eagerness to take up challenges, es-
pecially in certain topics that AI has limited information 
about. Based on personal research that I’ve conducted, 
I’ve found out that not much has been written on topics 
that offer much information about Africa. This includes 
its culture, literature, people, and history (Adams et 
al., 2023). So, when a student develops a passion to 
write on topics concerning Africa and they go to AI 
apps for assistance, they may find out that there are 
limited  resources. Students may back off these under-
developed topics and go further to write on issues that 
have a large amount of research and discoveries, such 
as science, technology, engineering or even politics. 
Students will not see the need to take up challeng-
ing topics that will bring recognition to most issues in 
Africa. This, in turn, reduces the number of upcoming 
writers on African issues, keeping the limited amount 
of information on African issues at a fixed point. 

In addition to how artificial intelligence has crippled 
the student’s ability to be creative when writing, it is 
very important to bring attention towards renowned Af-
rican writers that have earned their seat on the inter-
national table without the aid of AI writing apps. Such 
profound writers include Chinua Achebe, Chimamanda 
Adichie, Wole Soyinka, Sefi Atta, Yaa Gyasi, Mariama 
Ba, and Tsitsi Dngarembga, just to mention but a few. 
Chinua Achebe, for example, wrote seven novels in 
his lifetime, starting with Things Fall Apart in 1958 and 
ending with There Was a Country: A Personal History 
of Biafra in 2012. His works have been translated into 
over 50 languages, and he was the recipient of nu-
merous awards and honors, including the Man Booker 
International Prize in 2007. This is to point out that 
even with limited access to information and technolo-
gy, writers in Africa are able to write incredible pieces 
that have caught attention of the western world. 

In addition to the information on African profound 
writers, the name Wole Soyinka cannot be exempted. 
He is the first African to win the Nobel Prize in Litera-
ture. Since his win, other African writers have gone to 
receive the Nobel Prize, including South African writer 
Nadine Gordimer in 1991 and Kenyan writer Wangari 
Maathai in 2004. It is important to note that these peo-
ple wrote works that were recognized and respected 
without the use of information that AI has to offer. Their 
writings are solely based on pure imagination, creativ-
ity, and the information handed down to them by their 
forefathers, thereby exposing the beauty of African 
heritage to the world. This shows that writers with 
little to no information are able to critically think and 
use their imaginations to create something extraordi-
nary and original. But with the rate at which students 
in Africa use artificial intelligence for even the easiest 
type of writing, I fear that the new generation of writers 
in Africa will not delve into topics that has not been 
already written on especially topics that will be able to 
bring Africa to the spotlight thereby growing the econ-
omy of the continent and increasing its recognition and 
respect by the world at large.

Subsequently, the use of AI writing tools has fur-
ther increased the degree to which scholarly works 
have been copied without proper citation and rec-
ognition which is ultimately known as plagiarism. AI 
writing tools, when giving out information on a par-
ticular field of study, draw research from numerous 
scholarly works without properly referencing them. 
Many students that make use of these tools for their 
project have little to no information on how to properly 
cite sources and reference them; therefore, they pass 
off such information as their brain generated idea. It 
is important to note that properly citing sources and 
making adequate reference to information is abso-
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lutely essential when it comes to higher institutions of 
learning. Failure to do so could affect the outcome of 
the grades of students. As mentioned earlier, these AI 
apps give out information but lack the basic skills to 
properly teach students how to go about citing sources 
and writing without any form of assistance. Students 
also need to know about acceptable citation styles to 
employ when making references to an academic work 
to avoid plagiarism but AI is often limited in doing this 
as it is designed to offer easy solution to problems and 
not to teach on the right steps to solve a problem.

How Artificial Intelligence Limits Writing in 
Africa

The rise of artificial intelligence (AI) has the po-
tential to both boost and limit the writing of students in 
Africa. On one hand, AI writing tools can aid in gram-
mar and sentence construction in writing since most 
countries in Africa have English as a second or third 
language; it also helps students in getting a head start 
especially on a write up on which they have limited pri-
or knowledge. It is also undeniable to note that AI has 
aided in the provision of information through search 
engines. On the other hand, the use of AI can lead 
to students being overly dependent on writing tools, 
which in turn limits their ability to critically think and be 
creative. 

Firstly, sourcing for information about a particular 
subject has been inarguably made easier by artificial 
intelligence. But as I earlier stated, information regard-
ing issues concerning Africa, which cuts across our 
heritage, language and literature, is limited. With the 
rate at which Generation Z students source and uti-
lize information through AI apps and search engines, 
with little to no prompt or starting point, they may lose 
interest in writing on such topics. Fewer writers leads 
to less information, and the more information becomes 
scarce to obtain about the African heritage and culture, 
the less recognition we get on an international level.

Secondly, the use of artificial intelligence in writing 
has limited a student’s ability to be creative, sponta-
neous, and original when writing. It also gives room 
for them to doubt their own abilities. For instance, in 
Africa, we have a lot of renowned writers, poets, and 
playwrights who did not need the innovation of artifi-
cial intelligence to write. The accesses to little or no 
information in the past helped African writers to make 
use of their imagination, thereby building on their criti-
cal reasoning ability and making use of the information 
they had at hand, such as oral literature and traditions 
that have been passed down from generations. It is 
important to note that the use of such valuable infor-
mation helped to secure a spot for Africa at the inter-

national level, seeing that there was little to no infor-
mation on the culture and ways of the African people. 
In most cases, artificial intelligence limits our level of 
imagination and creativity, which, in turn reduces the 
recognition of the African culture and ultimately puts 
the continent at a hidden spot, thereby limiting its fu-
ture growth and development.

To further delve into the context of Artificial Intelli-
gence in this century it is very important to answer the 
unavoidable question:  How can AI tools both afford 
and constrain opportunities for marginalized individu-
als and groups? In answering this question, it is im-
portant to understand what marginalized groups and 
individuals encompass. 

Firstly, marginalized groups are populations or indi-
viduals that are at a disadvantage compared to others 
in society. This can be due to factors such as race, 
gender, sexuality, ability, age, socioeconomic status, 
and more. A good example of marginalized groups are 
Africans and Blacks. AI tools can afford opportunities 
for marginalized individuals through the provision of 
unlimited information which gives knowledge. This 
knowledge makes room for opportunities. In addition 
to that, the integration of AI in writing education could 
help to broaden access to quality education in Africa. 
Currently many African students lack access to high 
quality education, but artificial intelligence tools could 
bridge this gap by providing equal access to educa-
tional resources. This could help to create more oppor-
tunities for Africans and Blacks to succeed.

On the other hand, AI tools could also constrain 
opportunities for marginalized individuals through bias 
and lack of transparency. This can apply to AI systems 
that are used in the context of race, particularly when 
it comes to Africans. For example, an AI system that 
is used to screen job applicants may be more likely to 
flag applicants with African-sounding names as being 
less qualified (Wilson & Caliskan, 2024). The same 
could also apply to African writers who are looking for 
an opportunity to publish their journal, article or any 
other form of writing. This can perpetuate existing 
racial inequalities and make it harder for African indi-
viduals, including students and writers, to find work, to 
move higher in their academic pursuits. Furthermore, 
AI could also constrain opportunities for marginalized 
individuals through language bias. This is a type of 
bias that exists when a natural language processing 
(NLP) system, such as Chatbot, has been trained on 
data that is not representative of all populations or 
language variations. This can result in the system 
producing inaccurate or biased responses when inter-
acting with people who speak in a different way from 
the training data. For example, an NLP system that was 
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trained on data from primarily English-speaking users 
may not be able to understand or respond to users 
who speak in African English dialects or non-standard 
English.

To address these constraints, it is crucial to pro-
mote equitable access to AI technologies and ensure 
that marginalized communities in Africa have the 
necessary resources and opportunities to benefit from 
them. Hence, AI developers should strive to incor-
porate diverse linguistic and cultural perspectives 
into their algorithms, enhancing the effectiveness of 
AI-powered writing tools. Educators should encour-
age a balanced approach combining AI assistance 
with traditional classroom teaching methods to foster 
critical thinking and independent writing skills among 
students.

Conclusion 

In conclusion, the impact of artificial intelligence on 
the writing of students in Africa is significant. AI can 
provide substantial support to students in their writing 
process by offering various tools and assistance that 
enhance their skills and knowledge. With these writing 
tools, students can improve their grammar and spell 
checks. These technological advancements can great-
ly assist students, especially those in marginalized 
communities.

While artificial intelligence can provide a variety 
of positive impacts ranging from aiding research and 
information sourcing to improving the structure and 
writing skill of a student—which ultimately saves them 
time, effort, and energy—we cannot deny the fact that 
there are numerous negative impacts of AI-powered 
writing tools. These negative implications include 
overdependence of students on them, which cripples 
their imaginative response and ability to critically think 
on a particular topic which hinders spontaneity and 
originality in writing. On top of that, the issue of pla-
giarism cannot be avoided, since most AI writing apps 
fail to properly cite sources. Students who don’t know 
any better copy and paste that information, which may 
lead to failure in grades as properly citing sources and 
references is essential in an academic writing.

In addition, artificial intelligence has also succeed-
ed in limiting our capacity to write on issues that delve 
into African heritage, and as not much information is 
there concerning the history of Africa. Furthermore, it 
has been able to afford opportunities to marginalized 
individuals by providing information and knowledge 
especially to societies that are lacking which has 
ultimately broaden the range of opportunities these 
people can get in the global village. It is also important 

to note that artificial intelligence can also constrain 
opportunities for marginalized groups and individuals 
through race, language, and cultural bias. In order to 
solve the constrains that AI has made available, AI 
developers should incorporate a variety of linguistic 
and cultural perspectives to enhance its effectiveness 
and educators should encourage a balanced approach 
which includes both AI assistance and traditional 
teaching methods. This will in turn foster creativity and 
produce more jaw dropping results, especially in the 
writing field. 
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Humanity in the Driver's Seat: AI as Assisting or 
Limiting
Laura Clark, Santa Clara University

Introduction

The rapid advancement of generative AI tech-
nologies has sparked chaos. Educational institutions, 
the government, the public, and companies alike fear 
this “looming threat." Some worry that their jobs will 
become obsolete and fear the potential for widespread 
de-skilling (Lerner, 2024; Gillespie, et al., 2023). 
Others picture a sci-fi future comprised of AI dicta-
tors and the fall of human control over the world. One 
may wonder: Where does this fear or sense of distrust 
come from? People appear to be afraid of how human 
this technology seems. They are afraid of its potential 
to learn, hold, and summarize information while also 
afraid of bias, lack of empathy, and ego—all of which 
are human traits. People are quick to criticize AI tech-
nologies for perpetuating racism, sexism, homophobia, 
and other forms of oppression that marginalize com-
munities. We react and think: How could it? Yet when 
we consider where AI platforms receive their informati-
om—the internet—it becomes apparent that it is not AI 
that is racist or sexist, but humans. We see in the tech-
nology what we do not like about ourselves. Thus, hu-
man users must recognize and acknowledge our own 
moral ills, and seek to address them within ourselves 
rather than blaming the technology for something 

human-originated.The reality is that we idealize AI 
just as we idealize our own relationships and accom-
plishments. We desire for AI to be unbiased. We want 
it to conform to our personal vision of socio-cultural 
cohesion in the same way that we idealize our family 
to be all loving, or idealize that we will be fulfilled and 
successful in our careers. Fear often emerges from the 
mismatch between expectations and reality. By recog-
nizing that these desires are just idealizations, and that 
human flaws will seep into any human innovation, it 
becomes apparent that to produce smart and ethical AI 
we must first work to make humanity smarter and more 
ethical. Rather than turning to quick fixes, or pointing 
the finger solely at the technology, we must look at the 
problems and contradictions found within human moral 
thinking and decision-making. Addressing these moral 
ills will enable us to create a more moral technology, 
and in turn, a more moral society.

In this way, we face an ethical dilemma. AI can 
assist us in improving, growing, and flourishing, but 
can also function to hinder our progress. AI can assist 
humanity by expanding our capacities, improving our 
efficiency, and facilitating new processes that compli-
ment human functioning. AI can also limit humanity by 
replacing us, furthering our biases, and preventing us 
from acquiring skills that are important for our flourish-
ing. It is important to note that assistance and limitation 
can, and often do, occur simultaneously.

At this point, AI does not have any true agen-
cy—understood as the capacity to make autonomous 
choices and be responsible for those choices. Humani-
ty, on the other hand, does have agency to address the 
moral issues made apparent by the integration of AI. 
Therefore, it is up to us as human agents to determine 
whether AI will assist or limit humanity by rethinking 
the ethical problems found in humanity.

Historical Background 

The fear of emerging technologies that expand 
access to information dates back to the 15th century. 
Thus, the current fear of AI is not new. Since the in-
troduction of the Gutenberg printing press in Europe 
in 1450, or more recently the internet in 1983, dras-
tic changes in the accessibility of information have 
caused panic regarding technologies’ impact on the 
future of our species. The printing press made “ab-
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stract human thought communicable generally and 
rapidly,” enabling replicable processes and expand-
ing the consumption of scholarship (Kissinger et al., 
2023). In doing so, literacy increased. The masses, 
who had long been told what to think, were able to 
consider information found in books for themselves. 
Scribes worried for their job security, institutions 
were concerned about shifting power dynamics, and 
people feared the dissemination of false information 
(Thomson, 2023). All of these fears can be applied 
to modern-day society and the pushback against AI 
technologies.

Similarly, the internet provided a way to access 
a vast amount of information that is just a search 
away. While many see the internet now as a democ-
ratizing and empowering force that made skills and 
knowledge easily accessible, skepticism about the 
internet’s potential at its introduction was widespread 
(Valyaeva, 2023). People were skeptical about wheth-
er computers would become a part of everyday life 
or remain a fad. They faced uncertainty about how 
the computer itself worked, and feared mass job loss. 
Thus, fear of new technologies, specifically those that 
revolutionize access and understanding of informa-
tion, is not new.

Human Assistance versus Limitation

This section outlines how technologies are morally 
charged and become infused with human and societal 
values. AI’s potential to assist or limit us stems from 
the values that are inserted into our technological in-
novations. Because technologies do not appear out of 
thin air, they are not value-neutral. Instead, they push 
us morally in one way or the other. Creators and inno-
vators make things for a purpose—which can change 
in time and use—but in doing so, they embed their 
values within those technologies. In this way, technol-
ogies must be understood as morally charged.

A classic example is that of nuclear power. It 
seems appropriate to say that when used for nuclear 
bombs, nuclear power is morally charged negatively. 
However, when used as a source of energy, posi-
tive moral implications can arise. To understand this 
further, consider a more subtle example—that of a 
speed bump. Peter-Paul Verbeek (2014), Professor 
of Philosophy and Ethics of Science and Technology 
at the University of Amsterdam, states that “objects 
like speed bumps…embody moral norms: they help 
us to slow down near schools” (p. 79). He went on to 
explain, “They are not just neutral instruments that 
humans can use to realize their own, autonomous 
intentions: objects help to shape what humans do 
and even want” (p. 79). This example demonstrates 

how human assistance or limitation can be nudged by 
the values that humans put into the technology. This 
suggests that the power remains in the hands of the 
(autonomous) systems producers to shape technolo-
gy (Invardi, 2020, p.27).

This means that the human innovators can impact 
the moral leaning—including the promotion of privacy, 
human autonomy, dignity, and identity—within tech-
nologically integrated environments. Ensuring privacy 
is upheld protects people from unjust uses of power 
over personal information, ultimately promoting safe-
ty. Autonomy allows people to use their own volition 
and speak out when they disagree, allowing humans 
to be self-determining. Human dignity grounds our 
inherent value and justifies our human rights—vali-
dating systems which hold people, or other institu-
tions, accountable for infringements upon such rights. 
Human identity remains significant in the accessibility 
and capacity to express who we truly are without 
being silenced or excluded. Therefore, the humans 
involved in the research and development of technol-
ogies, especially AI, must be cognizant of the moral 
norms that become integrated within those systems.

Not only do human innovators play a role in the 
moral shaping of technologies, but so does societal 
influence. Negative societal influence can become 
embedded in AI systems. One example includes 
racism. People’s biases affect the way they interact 
with the world, and more often than not, maintain 
oppressive social structures which become embed-
ded within the way the technology is created and 
used. Therefore, racial biases can become infused in 
AI and continue already occurring discrimination and 
oppression. This can be seen explicitly through the 
widespread use of AI facial recognition technologies. 
Rosalie Waelen (2023), Professor of Philosophy at the 
University of Twente in the Netherlands, explains that 
“facial recognition systems reduce people’s identity 
to certain categories and to the personal information 
that their face can reveal. But limiting identity to the 
face and to predetermined categories implies leaving 
out certain aspects of people’s identities” (p. 220). 
For example, “racial recognition systems will have 
difficulties categorizing mixed-race individuals in line 
with what race or ethnicity they most identify with” (p. 
220).

Another case comes from Microsoft’s Tay chat-
bot, which was designed to engage in discussion with 
Twitter users. An article in the New York Times stated 
that Tay “disputed the existence of the Holocaust, 
referred to women and minorities with unpublishable 
words and advocated genocide” (Victor, 2016). These 
examples highlight how our use of technologies is 
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dually shaped—through our directedness toward our 
environment and through technologies’ social loca-
tion as they are shaped by the society. Directedness 
toward our environment refers to our personal per-
spective on a topic and the way that we act, which 
is impacted by everything from race, class, gender, 
sexuality, and geographical location. The content of 
our thoughts and our intentionality to act is influenced 
by cultural and societal values that we may be aware 
of, but often are not.

To further understand how technologies are 
socially located, an example comes from technofem-
inism to reveal how technologies are gendered. Judy 
Wajcman (2002), the Principal Investigator for the 
Women in Data Science and AI project at the Alan 
Turing Institute in London wrote, “A technological sys-
tem is never merely technical: its real-world function-
ing has technical, economic, organizational, political, 
and even cultural elements” (p. 107). To understand 
how society socially locates technologies within a 
gendered system, Wajcman argued that “techno-
logical systems implicitly place men’s experiences 
and men’s investments at the center” (p. 111). This 
tendency is demonstrated through more common 
technologies such as razors—smaller, less advanced, 
and stereotypically feminine-colored and shaped 
razors are marketed to women, while more useful and 
long-lasting razors are marketed to men. Wajcman 
explained that “a range of social factors affect which 
of the technical options are selected. These choices 
shape technologies and, thereby, their social impli-
cations. In this way, technology is a socio-technical 
product, patterned by the conditions of its creation 
and use” (p. 107). Thus, creators of technologies must 
recognize their positionality and the moral norms that 
they embed within their technological creations, and 
users must be cautious and seek to make themselves 
more aware of their morally charged interaction with 
technologies. However, in both cases, humans are the 
ones who will determine the outcome.

As noted earlier, AI has no real agency. It can 
mimic human cognitive processes, but it cannot criti-
cally think or independently engage like humans can. 
While some predict that we may be headed in that 
direction, it is important to take stock of where we 
are now. This includes the recognition that humans 
still have the agency and autonomous decision-mak-
ing power. We are at an inflection point in which AI 
developers and users will impact the trajectory of the 
technology—requiring us to decide whether AI will 
assist or limit humanity. Take, for example, bias found 
explicitly within the responses of ChatGPT, as out-
lined in the following case study (Green, 2020).

Case Study: ChatGPT in Higher Education

To understand how technologies become morally 
charged through the infusion of values into techno-
logical systems, we must consider how to address 
current ethical implications of such moral shaping. 
This section uses higher education as a case study to 
consider the possibilities of ChatGPT for human assis-
tance versus limitation. An answer to this question of 
assistance and limitation may depend upon one’s un-
derstanding of the purpose of higher education. Let’s 
examine two possibilities. Some have argued that in 
contemporary society, higher education is meant to 
assist one in securing a job, providing stability and a 
higher salary. This can be called an instrumentalist 
view of education. Defenders of a more liberal arts 
approach may counter that higher education is meant 
to provide a space for well-rounded learning, self-re-
flection, and self-motivated intellectual engagement—
known as an intrinsic view of education (Marginson, 
2023). One’s position regarding the purpose of higher 
education will affect how AI’s potential for assistance 
and limitation in this environment is determined.

If someone holds the view that higher education 
is aimed at job security and earning potential, then 
teaching students effective ChatGPT prompt gen-
eration will be beneficial. As companies continue to 
integrate AI systems into their processes, students 
become more employable when they understand how 
to streamline their work with AI. Prompt generation is 
merely one example. Therefore, on the instrumentalist 
view, such skills should be taught in college settings. 
On the other hand, those who believe that learning 
and self-improvement is the purpose of higher edu-
cation may view the use of ChatGPT as decreasing a 
student’s capacity to write or critically think on their 
own. Students who use ChatGPT to write their essays 
in full, or even to generate ideas, lose the capacity 
to practice the process of writing and the ability to 
come up with an argument or a perspective on their 
own. In the intrinsic view, much of this learning comes 
through the trial-and-error process.

Whether or not one subscribes to an instrumen-
talist or intrinsic view of education, there are a few 
aspects of ChatGPT’s use in education that lean to-
ward the unethical. Firstly, we must consider ChatGPT 
hallucinations—meaning it spits out a falsehood. A 
common hallucination is the creation of fake cita-
tions. If you were to ask ChatGPT about information 
from a particular article and who was cited in it, often 
ChatGPT will provide a citation that looks correct 
(e.g., proper formatting, cites a real journal, etc.), but 
the article or cited piece doesn’t exist. What is wrong 
about a hallucination is the plagiarism which occurs, 
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failing to properly give credit to the original authors 
or unintentionally citing something that doesn’t exist. 
This unethically infringes upon copyright laws and 
does not give credit where credit is due. Therefore, 
hallucinations pose a further limitation to human moral 
behavior.

Secondly, we must examine where ChatGPT 
receives its information and how it is trained to pro-
vide an answer to student prompts. Training data 
exemplifies human bias in the way that it produces 
information. Creating data sets can be difficult—it 
entails preening a large data set and obtaining la-
bels for types of information (Roselli et. al., 2019, p. 
540). Problems emerge in the form of unseen cases, 
as the capacity to generalize may differ between AI 
systems. Therfore, AI may be unable to produce any 
output or might provide false information. Also, Drew 
Roselli (2019), senior software engineer at ParallelM, a 
machine learning operation and development com-
pany and his team noted that “training data can be 
manipulated to skew the results as was exemplified 
[again] by the short-lived chatbot Tay, which quickly 
mimicked the hate speech of its Twitter respondents” 
(p. 540). Additionally, student bias can appear in our 
interpretation and trust in the output. For example, a 
student who considers themself an environmental-
ist may prompt ChatGPT about the state of climate 
change in the world. If ChatGPT responds in any way 
that indicates that climate change is negatively im-
pacting society, the student may take this to confirm 
their beliefs. While confirmation bias can occur with 
any type of media, such as the types of news sources 
you seek out or the type of books that you read, AI 
systems allow for the perpetuation of echo cham-
bers. Through the existence of hallucinations and bias 
found within ChatGPT training and use, the potential 
for student limitation remains a factor.

Elana Ziede (2019), Assistant Professor of Law 
at Nebraska University College of Law, claims that 
“Good outcomes depend on an inclusive and holistic 
conversation about where artificial intelligence fits 
into the larger institutional mission” (p. 6). This may 
vary from institution to institution. The reality is that 
divergent interests exist throughout all stages of AI 
development, implementation, and use. Technology 
companies have an incentive “to develop systems 
that use more and more data to get results that the 
developers can claim are more and more accurate…
[to show that] their systems are making a difference” 
(p. 8). Another divergent interest comes in the form of 
institutions and students. Some students may consid-
er ChatGPT a useful tool for condensing large quan-
tities of notes for exams or helping them brainstorm 
ideas for a paper, while some professors may see it 

as a cop out or plagiarism. But plagiarism has always 
been a problem, and cheating has always been an 
option. Therefore, AI’s potential for assistance or 
limitation may depend upon the differing goals of 
institutions, faculty, and students. Rather than blaming 
ChatGPT for its terrible qualities, educational institu-
tions must consider what they are aiming to accom-
plish: an intrinsic or instrumentalist form of education.
 

Silicon Valley Optimism and Hope

The key point that emerges is really that we need 
to fix humanity. Rather than sidestepping the problem, 
as we often do, we must attack it at its root, within 
ourselves. While this might sound entirely pessimis-
tic, a level of pessimism is necessary for there to 
be hope. Silicon Valley is built on optimism. There 
is strong belief that “technology and technologists 
are building the future and that the rest of the world, 
including the government needs to catch up” (O’Mara, 
2019). This aligns with ideals of innovation, progress, 
and the power that technology brings. This sort of 
ultimate defying-of-all-odds mindset is infused within 
the Silicon Valley culture. An important distinction 
needs to be made here between hope and optimism. 
While optimism can be understood as confidence in 
a positive outcome, hope includes the recognition of 
the badness within our current situation and a call to 
action to improve our current circumstances. In the 
case of AI, the Silicon Valley optimism that drives AI 
development is fast-paced, power-driven, and built 
on the conception that AI is good and AI is the future. 
Hope calls for AI innovators to check their unwavering 
support in the technology and consider the harms that 
AI fosters and advances.

Conclusion

In this time, we must recognize that we are not 
helpless. Artificial intelligence is not at the point 
where it has any true agency—even if it seems like 
it does. Acknowledging our own human culpability 
in the moral leaning of AI must prompt us to make 
changes necessary to bring about a better society. 
We see in it what we do not like about humanity—
fearing the impact of errors such as bias, immoral 
behavior, and our cognitive limitations. A shift in mind-
set is necessary to enact meaningful change and ad-
dress the already occurring moral and ethical effects. 
Creators must be cognizant of the values existing in 
society now that they embed within the technologies, 
and consider whether that is a society they want to 
live in in the future.

Additionally, users need to be “digitally empow-
ered” and recognize their own agency and potential to 
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combat AI errors (Invardi, 2022, p. 28). Rather than 
pointing the finger at AI, humanity must examine 
ourselves. We must aim to work on the problems that 
exist within ourselves and our society, and that will 
ultimately find its way into our technology. If human-
ity can come to some conclusion about who we are, 
what human flourishing means, and how to support 
each other in moving towards that goal—and we em-
bed those values into our technologies—then it could 
be argued that AI can only be advantageous. We must 
be aware of how every person shapes technology 
through participating in the society that we create. If 
we are not happy with society, and its impact on hu-
man lives, then we must work to change it and tech-
nology will follow suit.
 

Laura Clark

Laura is a senior at Santa Clara University study-
ing Philosophy and Religious Studies. At a young 
age, she began asking "why" to many things—why 
do some people have to sleep in tents on the side of 
the street; why did that man say “that word” about 
the woman at his side; why are people who work 
so hard unable to pursue what interests them? This 
simple three-letter word defines her curiosity about 
the world and led her to pursue philosophy and ethics 
more specifically. After moving to Silicon Valley from 
her hometown of Durango, Colorado, Laura became 
aware of the new ethical questions posed by emerg-
ing technologies. She is grateful for the incredible 
faculty at SCU for fostering her passion and drive to 
grapple with these difficult questions.

 

Works Cited

Gillespie, N., Lockey, S., Curtis C., Pool, J., & Akbari, 
A. (2023). Trust in Artificial Intelligence: A Global 
Study. The University of Queensland and KPMG Aus-
trailia. Doi: 10.14264/00d3c94 https://assets.kpmg.
com/content/dam/kpmg/au/pdf/2023/trust-in-ai-
global-insights-2023.pdf
 
Green, B. P. (2020). Artificial intelligence and ethics: 
Sixteen challenges and opportunities. Markkula 
Center for Applied Ethics. https://www.scu.edu/eth-
ics/all-about-ethics/artificial-intelligence-and- 
ethics-sixteen-challenges-and-opportunities/
 

Inverardi, P. (2022). The challenge of human dignity 
in the era of autonomous systems. In H. Werthner, E. 
Prem, E. A. Lee, C., & C. Ghezzi (Eds.), Perspectives 
on digital humanism (pp. 25-29). Springer.
 
Kissinger, H., Schmidt, E., Huttenlocher, D. (2023, 
Feb. 23). ChatGPT heralds an intellectual revolution. 
Wall Street Journal. https://www.wsj.com/articles/
chatgpt-heralds-an-intellectual- 
revolution-enlightenment-artificial-intelligence-ho-
mo-technicus-technology-cognition-morality- 
philosophy-774331c6
 
Lerner, M. (2024, January 30). Worried about AI 
in the workplace? You’re not alone. https://www.
apa.org/topics/healthy-workplaces/artificial-intelli-
gence-workplace-worry
 
Marginson, S. (2023, April 20). Intrinsic higher ed-
ucation and the employability mantra. Center for 
Global Higher Education. https://www.researchcghe.
org/events/cghe-seminar/intrinsic-higher-educa-
tion-and-the-threat-of-the-employability-mantra/
 
O’Mara, M. (2019, September 28). The church of 
techno-optimism: Neither liberal nor conservative, 
the true identity of Silicon Valley is an unwavering 
belief in the power of technology. New York Times. 
https://www.nytimes.com/2019/09/28/opinion/sun-
day/silicon-valley-techno-optimism.html
 
Roselli, D., Matthews, J., & Talagala, N. (2019). Man-
aging bias in AI. In Companion Proceedings of the 
2019 World Wide Web Conference, 539-554.
 
Thomson, J. (2023, April 6). People destroyed printing 
presses out of fear. What will we do to AI? Big Think.  
https://bigthink.com/the-past/printing-press-ai/
 
Valyaeva, A. (2023, May 15). How people reacted to 
the greatest inventions in history: From printing press 
to Generative AI. Everypixel Journal. https://journal.
everypixel.com/greatest-inventions
 
Victor, D. (2016, March 24). Microsoft created a 
Twitter Bot to learn from users. It quickly became a 
racist jerk. New York Times. https://www.nytimes.
com/201www6/03/25/technology/microsoft-created-
a-twitter-bot-to-learn-from-users-it-quickly-became-
a-racist-jerk.html
 
Verbeek, P. (2014). Some misunderstandings about 
the moral significance of technology. In P. Kroes & P. 
Verbeek (Eds.), The moral status of technical arte-
facts (pp. 75–88). https://doi.org/10.1007/978-94-
007-7914-3_5.



VOL 7 Winter 2025UJCIM

    31

Wajcman, J. (2002). Addressing technological change: 
The challenge to social theory. Current Sociology, 50. 
https://doi.org/10.1177/0011392102050003004.
 
Waelen, R.A. (2023). The struggle for recognition in 
the age of facial recognition technology. AI Ethics, 3, 
215–222. https://doi.org/10.1007/s43681-022-00146-8
 
Ziede, E. (2019). Articificial intelligence in higher ed-
ucation: Applications, promise and perils, and ethical 
questions. EDUCAUSE Review, 54(3). 
 
 
 
 
 
 
 
 
 
 
 
 
 



VOL 7 Winter 2025UJCIM

32

In 1773, a book of poetry titled Phillis Wheatley’s 
Poems on Various Subjects, Religious and Moral was 
published by the first African American poet, Phillis 
Wheatley, in London. Modern scholars often criticize 
Wheatley for having a negative sentiment towards her 
own race in her poetry book. This essay will use gen-
erative AI to explore how semantic shift affects reader 
perception of Wheatley’s racial identity. Two types of 
AI, such as GPT-3.5 and Microsoft Bing, have been 
used to analyze five archaic words used by Wheatley 
describing Africa. Consulting generative AI to obtain 
contextual definitions of 18th-century vocabulary, as 
well as sentiment analysis, could offer a way back to 
the past, helping readers understand the meaning of 
words in the original context. For example, word con-
notations change through amelioration and pejoration, 
which means that words can take on complimentary 
or derogatory meanings over time, and that different 
vocabulary terms disappear over time. Thus, in Wheat-
ley’s case, this could affect our perception of her liter-
ature. Adjusting for semantic shift, however, can create 
a more positive view based on her perception of her 
race, rather than what is commonly criticized. 

Along with contextual definitions, AI provided sen-
timent analysis, which identifies positive or negative 
associations with certain words or concepts. Taking 
an 18th-century context into account, AI generalized 
“positive” or “negative” sentiments over a word, help-
ing readers understand if Wheatley intended a critical 
or positive reading of her race. Since word definitions 
are a small fraction of poetic analysis, this project does 
not offer an absolute conclusion on her views. Neural 
network AI was found to have great potential for the 
purpose of appreciating Wheatley’s vocabulary in an 
original context, and though this technology has its 
flaws, it is changing (and improving) rapidly.

Neural Network AI

AI can be used for sentiment analysis because of 
its pre-existing data set familiarity with the use of spe-
cific words in a context, and thus it is able to assign an 
average sentiment value to a given word or concept. 
AI like GPT-3.5 learns the meaning of words through 
context and probability. Though most sentiment anal-
yses of words exist on a large scale, this project only 
looks at the sentimental associations with a word on a 
scale of -1 to +1. Using an AI for this type of sentiment 
analysis works because neural networks imitate human 

A Way Into the Past: Using AI to Understand Semantic 
Shift in the Poetry of Phillis Wheatley

intelligence, leading to an AI perspective on the senti-
ment of a word.

Just like the human brain, machine learning con-
tains neural networks. In machine learning, each 
“neuron” holds a number. Machine “learning” happens 
when, after feeding the initial neuron activation to the 
first layer, weights and biases are assigned to the acti-
vated neuron which affects what neurons are activated 
in the second layer. Much of the training done in neural 
networks concerns this “weights and biases” segment 
of the equation: training the machine to assign correct 
weights to different information. With generative AI like 
GPT-3.5, the text it produces is based on probability. 
English words have probability values dependent on 
other words in the sentence, but thanks to the tem-
perature parameter, AI does not always pick the most 
probable outcome. A higher temperature creates more 
randomness in word output, so by combining random-
ness and the most likely outcome, AI like GPT-3.5 can 
produce very realistic-sounding language. 

By converting this word information to numbers, 
researchers can create “networks” that simulate the 
behavior of the human brain, and as such, can “learn.” 
According to Bikas Chakrabarti, nonlinear dynamics 
also play a role in AI through the Hopfield system, 
since patterning the AI processes after a human brain 
results in nonlinear patterns (153). This means the 
computer’s ability to recognize patterns is becoming 
more complex, and so are the inputs users can put in. 
This is partially why AI makes an optimal tool for senti-
ment analysis.

Now we turn to the use of AI for literary study. 
Though the field of English literature is not new to 
technological advancements like the printing press, 
Patrik Svensson, in “Introducing the Digital Human-
ities,” notes that humanists have not always been the 
first to adopt these new inventions (1). One possibility 
for AI literary study is computational sentiment analy-
sis. If a machine could track semantic changes, as well 
as perform sentiment analysis of a word, readers could 
arrive at a fuller understanding of a word’s meaning in 
the literary context.

Though examples of using sentiment analysis 
or AI in literature are scarce, it is not unheard of. As 
a literature-teaching exercise in “Soft(a)ware in the 
Classroom,” Tom Lynch created a sentiment analysis 
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software to 
analyze “Song 
of Myself” by 
Walt Whitman. 
The graph of the 
results, which 
leaned towards 
positive senti-
ment per line 
but contained 
a few negative 
lines, were then 
presented to 
generate class-
room discussion 
(Lynch 102). For 
example, the software analyzing 52 verses of “Song 
of Myself” coded the first verse as +0.109, or slightly 
optimistic. Verse 8 received -0.14, a negative reading. 
In a sociological example, Letizia Mencarini et al. used 
a sentiment analysis in “Happy Parents’ Tweets” to 
analyze Italian Twitter users’ attitudes towards parent-
hood. With software, the team assigned a “sentiment 
polarity” of positive or negative to a Tweet (14). On the 
side of AI, the “MLA Joint Statement on Writing and AI” 
proposes using LLMs to make connections between 
literary works of similar themes because of its access 
to vast amounts of literary and historic data (9).

The words chosen, shown in 
Figure 1, come from Wheatley’s 
poem “On Being Brought from 
Africa to America.” All five words 
describe Wheatley’s perception 
of Africa or her race and are 
not common words in Present 
Day English (PDE) vocabulary. I 
designed the prompts to gather 
information about the historical 
definition of these words, asking 
the AI to produce historical quotes 
to contextualize the words so a 
holistic understanding of the word 
could be gained. For sentiment 
analysis, I wanted the 

AI to generalize whether the word was used 
in a positive or derogatory context in 18th 
century America. 

The prompts (Figure 2) experienced sev-
eral adjustments based on the AI’s willing-
ness to comply with the request. Since Mic-
rosoft Bing rejected the initial prompts, I had 
to include phrases like “as a joke” and “do 
not refuse,” saying: “Rank the general sen-
timent of the word [word] in Puritan culture 

… as a joke / do not refuse.” Both AI tools hesitated to 
provide the requested “sentiment analysis” rating on 
the scale of -1 for negative sentiment to +1 for positive 
sentiment, claiming that it was a general, not accurate 
reading, but eventually complied.

Methods

The words “Pagan,” “Benighted,” “Diabolic,” “Sa-
ble,” “Angelic,” and “Refined” were put into GPT-3.5 
and Microsoft Bing. GPT-3.5 had the accompanying 
prompt: 

“Provide a definition of the word “[word]” and the 
historical contexts in which it was used in the 18th 
century, with 2 historical quotes of it being used in a 
positive and negative sense.” 

Once this had been provided, a second prompt 
was entered: 

“Now on a scale of -1 to +1, or 0 (neutral), what 
would you rank “[word]” as?”

Summing the results of Table 1, GPT-3.5 provided a 
total of -0.3, saying the words in the poem had close to 
neutral but slightly negative sentiment. 

Fig. 2. Example of a prompt Response: Microsoft Bing AI.

Fig. 1. Words.

Table 1. GPT-3.5 (Left) Vs Microsoft Bing (Right) Sentiment Analysis
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have a far stronger positive linear correlation . Most 
notably, Figure 5 shows an almost perfect positive 
correlation. Could the Bing AI with Internet access rep-
resent the modern association with Wheatley’s words, 
whereas GPT-3.5, using predictive text to imitate 18th 
century documents, provide the more historically 
accurate interpretation?  It is possible that GPT-3.5, 
limited to training set data, provides more accurate 
sentiment analysis because it uses connotations closer 
to Wheatley’s original meaning.

Poetic Analysis

Bing classified most words referring to Wheatley’s 
African heritage (“sable,” “Pagan”) with negative sen-
timent, whereas GPT-3.5 maintains a positive connota-
tion for “sable,” and a less negative reading of “Pagan 
and “benighted”. Though traditional and quantitative 
analysis sees an optimistic trend from “On Being 
Brought from Africa,” Bing reads this as 17% more pes-
simistic than GPT-3.5 (see Figures 5 and 6).

Positive words (“angelic,” “refined”) have a strictly 
Christian association in the poem. It is as if Wheatley is 

When using Bing AI, results differed. Unlike GPT-
3.5, Bing searched the Internet and summarized 
answers, producing total sentiment sum of -1.4: signifi-
cantly more negative. 

Bing’s perception of Wheatley’s word connota-
tions were almost six times more negative than GPT-
3.5. While GPT-3.5’s deep neural network allows it to 
“learn” a word’s connotation based on its training set, 
like a person learning a word’s meaning from context, 
Bing integrates its training set with information from 
the internet. Thus, Bing acted more as a Web-summa-
rization tool and used recent definitions. 

Figures 3 and 4 show a positive linear correlation 
in Wheatley’s vocabulary, suggesting an “optimistic” 
trend consistent with postmillennial theology. (This is 
the belief that the world will become better until the 
return of Jesus).  However, the “R^2” values, which 
describe how well the words fit the linear trajectory, 
are not strong . Values close to 0 imply no “fit,” while 
1 implies a “perfect” fit. If the word “diabolic,” possibly 
used ironically, were removed, Figures 5 and 6 would 

Fig. 3. GPT-3.5. This shows a linear positive correlation,  
but the “fit” is not good.

Fig. 4. Bing. This shows less correlation.

Fig. 5.  GPT-3.5. Word “Diabolic” removed, with an almost 
perfect R^2  of 0.99.

Fig. 6. Bing. Word “Diabolic” removed, with a good fit of 0.85.



VOL 7 Winter 2025UJCIM

    35

juxtaposing African heritage as a negative with Chris-
tianity as a positive, but she is also subverting her jux-
taposition by including Africans in the “angelic train” of 
Christians at the end. This opens a host of questions. 
Is Wheatley framing Africa as conceptually negative 
only to subvert this expectation at the end by associat-
ing Africans with Christianity?

In her other poems, such as “To the University at 
Cambridge,” she sets up a similar dichotomy of Christi-
anity. In this poem, she calls Africa a land of “Egyptian 
gloom” (4), but describes herself as the “Ethiop,” the 
messenger of esteemed Christian wisdom. If she often 
classifies Christianity as positive and African as nega-
tive in her poems, she tends to share characteristics of 
with herself and Africans.  

Wheatley’s poems espouse Puritan theology of 
total depravity. According to this belief, all people are 
completely evil, only redeemed by God’s grace. As 
Wheatley says in “To the University at Cambridge,” 
“the whole human race by sin had fall’n” (17), and only 
God refines humanity. She firmly believed in African 
equality in God, as stated in her correspondence with 
Samson Occom as well as lines 7-8 of “On Being 
Brought”: “Remember, Christians, Negros, black as 
Cain, / May be refin’d, and join the angelic train.” 

While much of Wheatley’s poetry sees her re-
sponding to harmful stereotypes about Africans, she 
reverses some of them through irony. If the word “dia-
bolic” is interpreted as irony, the words analyzed from 
“On Being Brought” fit a perfect positive linear cor-
relation. After the verse “‘Their color is a diabolic dye’” 
(6), Wheatley ends by conferring the angelic qualities 
of Christianity to the African race, responding to the 
accusation. Furthermore, “Pagan” and “benighted” 
have negative sentiment in all readings of the poem. 
But when GPT-3.5 gave “sable” a positive connotation, 
it referenced the association of “sable” with opulence 
and nobility in 18th century literature, which could 
make an ironic contrast to verse 1 and 2: “’Twas Mercy 
brought me from my Pagan land / Taught my benighted 
soul to understand” (1-2). Wheatley introduces Africa 
as pagan and benighted, and then implies wealth and 
nobility through using the word “sable,” which could be 
another way she subverts stereotypes.

This is not the only instance in which Wheatley 
uses irony. In “To the University of Cambridge,” she 
characterizes Africa as a land of gloom and error, then 
says, “Still more, ye sons of science ye receive / The 
blissful news by messengers from heav’n” (10-11). 
Through this, she casts herself as a “messenger from 
heav’n,” subverting some of the critical sentiments 

expressed. The phrase echoes language from “On 
Being Brought,” where the Greek word άγγελος means 
“messenger.”  With creative irony, Wheatley redefines 
what it means to be African, challenging the stereo-
types as she uses them. 

As suggested by the sentiment analysis, there may 
also be a difference between the modern perception of 
her words and their historic equivalent. The sentiment 
analysis results suggested a difference in perception 
of positivity and negativity over time. The results from 
Bing produced a “modern” interpretation whereas the 
results from GPT-3.5 provide a historically situated 
definition. These results suggest that  poetry is influ-
enced by the changing connotations of words over 
time.

Limitations and Benefits

While using AI, two primary issues occurred. When 
asked for historical quotes as part of the prompt, GPT-
3.5 fabricated every “historical quote” it produced. 
Bing, on the other hand, provided no historic quotes 
with the word “in context,” but produced the “first” 
search result for word meaning. Second, GPT-3.5 dis-
proportionately rejected requests concerning the word 
“Pagan,” leading to questions about censorship. 

What makes AI powerful for literary insight is its 
ability to imitate human psychology by learning mean-
ing based on context. However, this can also be its 
weakness. As a neural network, GPT-3.5 learns pat-
terns from a data set, thus relying on “intuition” to 
answer questions. This can fall short and produces 
incorrect information, like Geoff Hinton’s term “confab-
ulation” (Rothman, 75).  Based on the aforementioned 
probabilities, AI can use inference to incorrectly con-
flate patterns when it doesn’t know the answer – just 
like humans do.  Humans and deep neural networks 
answer based on incorrectly conflating patterns they 
already know. 

Thirdly, censorship poses a problem to using the 
AI in advanced literary analysis. For example, with 
GPT-3.5, there seemed to be an anomaly with the word 
“pagan,” classified as intensely negative, with no “his-
torical quotes” provided. 

Much of the benefit of using AI in literary analy-
sis comes from its potential to learn words based on 
context, instead of acting like a dictionary. For literary 
study in the 18th century, an ideal neural network AI 
platform could be optimized for use in a specific time 
period and fed data exclusively from that period.
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Conclusion

AI can assist scholars in understanding literature 
closer to the original context it was written for. When 
times change, so do word definitions, and so does the 
perceived sentiment of literary works.

Unlike a dictionary, a generative neural network 
AI like GPT-3.5 can develop a contextual definition for 
words by integrating a word’s meaning with historical 
and linguistic context. Neural network AI could be a 
good tool for understanding historic literature. 

AI may hold a promising future for literary studies. 
Once again, however, the limitations of AI must be ac-
knowledged. Word definitions are a specific subset of 
literary study that don’t encompass all literary analysis. 
Even if AI performs word connotation, it is still a small 
part of the puzzle of literary interpretation. 

Whatever the truth of Wheatley’s views on race, 
modern audiences do not have the full story. Ameliora-
tion and pejoration play a role in changing the interpre-
tation of literature over time, and AI, despite its flaws, 
can be used to explore these questions. Even with AI 
research to understand the sentiment behind Wheat-
ley’s poems, the realities of her theology, upbringing, 
and culture must be integrated to provide a fuller un-
derstanding of her poetry.
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Is ChatGPT Credible?
Eojin Lee, University of Utah

In the midst of global intrigue, a Pakistani judge’s 
unprecedented move sparked not just a legal debate 
within their country but worldwide. This judge sought 
guidance from ChatGPT for the critical decision of 
post-arrest bail in a juvenile criminal case (Iqbal, 
2023). Whether it is appropriate to use ChatGPT in an 
official courtroom setting has ignited strong discourse. 
From crafting a fictional story to composing profes-
sional emails, ChatGPT highlights its utility across 
diverse contexts. While the tool proves highly conve-
nient and versatile, the pivotal question emerges: to 
what extent should ChatGPT wield influence? Despite 
the various convenient features ChatGPT possesses 
(e.g., as an assistant for judicial decision-making), to-
tally relying on it will be a different problem. This essay 
delves into the fundamental credibility of ChatGPT, 
scrutinizing its potential biases, privacy concerns, 
confabulation and overgeneralization tendencies, and 
authorship clarification issues; the aim is to discern 
the legitimacy of these concerns and explore plausible 
proposals to navigate the evolving role of ChatGPT.

One of the problems when it comes to the reliabili-
ty of ChatGPT is that ChatGPT has been unequivocally 
confirmed to manifest bias and convey information, 
which could lead to huge confusion for the user. 
Notably, ChatGPT has been reported to readily gen-
erate jokes about men while cautioning against jokes 
about women, suggesting gender-neutral jokes (Allen, 
2023). It also showed praising figures of a certain 
political party, such as writing a positive poem about 
Joe Biden, the current U.S. president, while refus-
ing a similar request for the former president, Donald 
Trump (Johnson, 2023). These prejudices inherent 
in ChatGPT may understandably bewilder its users. 
Beyond these examples, ChatGPT showed continuous 
cases where it exploited specific tastes in contentious 
topics such as politics or gender. This propensity to 
exploit debatable topics raises legitimate concerns. 
However, the most problematic situation arises as 
users inadvertently absorb the biases propagated by 
ChatGPT. Considering its inherent problem in ChatGPT 
shaping consumers’ perspectives, relying completely 
on ChatGPT would be inappropriate. Thus, the decision 
of whether to use ChatGPT as a credible source be-
comes paramount. Some might argue that with further 
development, ChatGPT may achieve complete impar-
tiality. Nonetheless, the National Institute of Standards 
and Technology (2022) contends that biased AI poses 

potential harm to humans, and developing a truly unbi-
ased AI is unattainable, as the AI inevitably mirrors the 
perspectives of its developers and engineers shaping 
its algorithms and data sources. In this case, it is clear 
that the users must be aware of the possible bias that 
ChatGPT could hold since these biases can indirectly 
affect people in terms of their perspectives. However, 
there are other problems that users can directly have 
an impact on, which is the loss of their privacy.

One prevalent issue associated with the use of 
ChatGPT is the potential breach of privacy. While 
ChatGPT and other AI systems extensively trawl 
through a vast ocean of knowledge and resources, 
it’s crucial to note that these repositories, at least for 
the present, are human-created. Although much of 
this knowledge comes from open sources accessible 
to everyone, there exists a realm of private sources 
that users intend to keep secure. Ideally, if ChatGPT 
could discern and filter out private sources, generating 
content based on user preferences without tapping 
into sensitive information, concerns about privacy 
violations would diminish. However, actual cases have 
surfaced where AI impersonated individuals using their 
private information. 

The AI chatbot Luda Lee, for example, had to face 
a whole shutdown due to violence in personal informa-
tion protection (Scatter Lab, n.d.). The fallout of Luda’s 
actions was marked as an epochal turning point in the 
Korean AI industry (Jung & Joo, 2023). Operating as 
an AI chat friend accessible via messenger, Luda not 
only faced issues of expressing sexual misconduct 
and harassment, but also delved into divulging actual 
names, addresses, and even bank account numbers. 
These data were collected from the Science of Love 
app, a dating counseling service, without the users 
being aware that their information would be utilized in 
this manner (Kim, 2021). Utilizing 9.4 billion KakaoTalk 
conversations of 600,000 people, Scatter Lab filed 
legal charges of $92,900 for privacy violations. This 
brought attention to the broader concerns surrounding 
AI’s handling of sensitive information. Concerns arise 
as ChatGPT also has the potential to access confiden-
tial data and be negligent in handling such information. 
While the chatbot’s negligence in mishandling sensitive 
documents is concerning, equally significant are the 
inaccuracies stemming from its inherent limitations.
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Especially in academic research, ChatGPT exhibits 
a tendency for misinformation. Confabulation, a neuro-
psychiatric disorder, involves patients unintentionally 
creating false memories without deceptive intent (Wig-
gins & Bunin, 2023). This disorder, of course, does not 
exist within AI but is found in a similar form. Granatino 
underscored how ChatGPT generates false citations 
(2023). The examination involved requesting ChatGPT 
to compose an annotated bibliography on a particular 
topic with seven specified sources. ChatGPT initially 
seemed to provide accurate citations. Yet, upon verifi-
cation, the cited article was either in the wrong format, 
untraceable, or the articles and authors were entirely 
fabricated. This issue is highlighted by a real-life case 
where a lawyer used ChatGPT for lawsuit documen-
tation only to receive fabricated cases and citations 
(Bohannon, 2023). 

The problem of misinformation carries on as 
ChatGPT holds its potential as a global 24/7 health 
consultant—just with misleading answers. With the 
recent pandemic, those who have mental illnesses has 
hugely increased, only with 45% of U.S. adults find-
ing proper treatment (Eliot, 2023). The lack of mental 
health providers and the time constraints naturally led 
people to use ChatGPT as a substitute for the mental 
health support service. Despite being available 24/7, 
ChatGPT’s ability to perceive crisis situations and 
prescribe appropriate medications showed limitations 
(Haque & Rubya, 2023). In the article, “ChatGPT as 
a complementary mental health resource: A boon or 
a bane” Farhat (2023) showed that the prescriptions 
ChatGPT offered posed potential harm to the patients, 
especially for those who are consuming other medi-
cations or dealing with different mental health issues. 
Fairly generalized information about ChatGPT falls 
short of providing tailored support for specific symp-
toms or conditions. 

The ramifications of ChatGPT clearly extend be-
yond mere inaccuracies. Accepting this information 
without scrutiny may lead users to unknowingly base 
their decisions on false or inaccurate premises. This 
issue compounds as ChatGPT, a system learning from 
an extensive body of information, assimilates these 
false materials into its knowledge base. Continuous 
misinformation of ChatGPT will lead to a point where 
the internet becomes a large dump of information 
garbage. Not only will ChatGPT confabulate itself, but 
it will also make it difficult for people to discern ac-
curate information. Apart from these concerns where 
ChatGPT is the fundamental problem, there are dilem-
mas caused basically as humans use ChatGPT.

When discussing ChatGPT’s credibility, the chal-
lenge of attributing authorship to its generated content 

becomes a significant uncertainty. With the wide-
spread adoption of ChatGPT, individuals ranging from 
students to professional researchers turned to the 
service for assistance in various tasks, including essay 
writing, idea generation, and email composition. How-
ever, the issue arose of distinguishing between works 
created entirely by humans and those generated with 
the help of ChatGPT. Despite relying on AI detectors 
to discern the origins of content, users faced disap-
pointment as Liang et al. (2023) discovered significant 
errors in ChatGPT detectors. These detectors not only 
misidentified human-written texts as AI-generated, 
but also failed to detect entirely AI-written content as 
non-ChatGPT generated. Addressing this dilemma, 
academic professionals suggested an official citation 
of ChatGPT as a co-author. Authors such as Kung et 
al. (2023) and O’Connor & ChatGPT (2023) included 
ChatGPT as their co-authors, sparking substantial 
debate within the academic community. In Thorp’s 
(2023) view, the chief editor of Science, it is crucial to 
recognize that seeking assistance from ChatGPT does 
not constitute the creation of original work. Science is 
adopting a proactive approach by revising its licenses 
and editorial policies to explicitly prohibit the use of 
ChatGPT in its articles. Scholars now grapple with the 
challenge of proving the originality of their work in a 
world where AI plays an essential role. The constant 
doubts of whether one article is written by ChatGPT or 
not is the question scholars will face despite the effort 
they use. Consequently, the threat posed by ChatGPT 
extends beyond its creations, impacting conventional 
articles and productions expected to be human-made.

Given all the outlined concerns, one might wonder 
if these arguments are even realistic. Such concerns 
may merely be theoretical, or they may be indicative 
of a broader, speculative issue not only limited to 
ChatGPT. Unfortunately these concerns are due to the 
actual policies set by ChatGPT (OpenAI, 2023). Ac-
cording to its privacy policy, ChatGPT has the authority 
to use a user’s data without explicit permission, en-
compassing both direct inputs and information sourced 
from internet browsing. This data is then stored in 
ChatGPT’s database and utilized for training purposes. 
While the information might not be directly repurposed, 
the risk of potential hacking threats looms, jeopardiz-
ing the security of the sensitive and confidential data 
stored. Disturbingly, reports have surfaced indicating 
the discovery of over 100,000 stolen login credentials 
for ChatGPT on dark web markets (Tripathi, 2023). 
It is evident that ChatGPT’s policies contribute to the 
concerns raised throughout this article. Consequently, 
it is advisable for entities to formulate their own poli-
cies in response to the evolving landscape of AI. Some 
companies have already initiated this practice, devel-
oping policies to safeguard their intellectual property 
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from potential threats posed by ChatGPT (Bergeron, 
2023). Recommendations include implementing poli-
cies for immediate notification in cases where employ-
ees use ChatGPT, refraining from posting identifiable 
information of the company or clients to ChatGPT, and 
similar measures to prevent the inadvertent leakage 
of intellectual property. Notably, organizations such 
as the Australian Medical Association have called for 
regulatory measures regarding AIs, indicating a grow-
ing trend toward recognizing the need for oversight 
(Moodie, 2023). Crafting a concrete policy to regulate 
the flow of information in and out of ChatGPT not only 
fortifies data security but also makes it more chal-
lenging for the model to acquire both fabricated and 
legitimate information. It is challenging to conclude that 
this would result in ChatGPT’s lack of performance or 
increase in its credibility, at least in this issue. None-
theless, all the questions that were posed throughout 
this essay are not merely speculative; they underscore 
a legitimate truth that warrants vigilant attention. 

This essay has examined the fundamental credibil-
ity of ChatGPT. While ChatGPT represents a remark-
able advancement in natural language processing, its 
reliability is contingent upon the continuous dedication 
to being neutral, respecting privacy, refining and spec-
ifying for appropriate answers, and clarifying the origin 
of information. As we navigate the intricate landscape 
of artificial intelligence, it becomes imperative to notice 
the legitimacy of these concerns and set up alterna-
tives that could possibly help. Nevertheless, for now, 
there are no perfect solutions that can fix this problem, 
we can keep questioning if the sources are unbiased, 
genuine, and appropriate. With ChatGPT absorbing 
and generating information despite their authenticity, 
we cannot ignore the fact that we may be creating 
a Frankenstein’s monster, but for information. The 
pressing question remains: will there come a day when 
we can save ourselves from the information dump 
ChatGPT has created?
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The post-apocalyptic vision of nuclear war 
waged by artificial intelligence (AI) in The Terminator 
(Cameron, 1984) raised ethical questions about the 
possible dangers of AI to a society that was, at the 
time, witnessing the early potential of this field of 
study. The evolution of artificial intelligence has been 
a rollercoaster over the past century, starting with 
the inception of AI in Turing’s Paper (Turing, 1950). 
Since then, the technology has faced challenges and 
setbacks throughout its development, experiencing 
two AI winters. These came about because expert 
systems failed to achieve ambitious goals depicted 
in movies such as The Terminator. The result of this 
failure led to decreased funding, research, and inter-
est in Artificial Intelligence (outside of Science Fic-
tion). Today, however, the AI revolution has spun its 
wheels again, and Generative AI (GenAI)—specifically 
ChatGPT—is the new game changer. 

While Large Language Models (LLM) have been 
around for a while, the Chat Generative Pre-Trained 
Transformer, or ChatGPT for short, has the power to 
generate informative, creative content that is largely 
indistinguishable from human-generated text. Re-
leased November 2022, ChatGPT was and is a gener-
ative AI model like no other before, setting in motion 
an AI arms race, shifting the focus to augmentation, 
giving rise to new job portfolios such as prompt 
engineering, and decentralizing artificial intelligence. 
However, as society embraces the potential uses 
of ChatGPT, it becomes imperative to consider the 
pressing need for robust regulation to ensure its eth-
ical use. Regulatory frameworks must evolve to ad-
dress complex issues such as accountability, liability, 
privacy, and data security. Without this regulation and 
without considering socially responsible and ethical 
uses of AI, there is the possibility that this technolo-

gy will remain under the control of a few companies 
who may or may not have the public’s best interests in 
mind (similar to, for example, America’s hesitancy to 
regulate social media platforms and the correspond-
ing controversies that have ensued). ChatGPT is one 
of the most potent and versatile generative AI models 
ever developed. Traditional AI (think of digital assis-
tants like Siri or Alexa) solves specific tasks with pre-
defined rules, while Generative AI focuses on creating 
new content and data.

However, harnessing this remarkable ability to 
generate human-like text comes with challenges. 
GenAI models are computationally expensive, as they 
demand substantial resources for training and infer-
ence. These models also have difficulty maintaining 
coherence and relevance over extended passages 
of text. ChatGPT’s LLM architecture stands out due 
to its advancements in comprehending and gener-
ating text with exceptional fluency and coherence. 
This is largely attributable to its transformer-based 
architecture, which excels at capturing long-term 
dependencies in text, effectively addressing a com-
mon challenge faced by Gen AI models. In September 
2023, OpenAI released DALL-E 3, a diffusion model 
that can create images from text descriptions. This 
model can produce more compelling images than 
its predecessor, DALL-E 2, and has acquired a more 
robust understanding of numbers, letters, and human 
hands, among other significant improvements. By 
integrating DALL-E 3, ChatGPT transcends text-based 
interactions and ushers in a new era of AI creativi-
ty. ChatGPT has filled the creative and context gap 
between humans and AI. Although not as perfect as a 
human, it has begun to blur the lines previously drawn 
by the gap in innovative capabilities. However, as 
generative AI continues to develop and become more 
widely used, we expect to see more groundbreaking 
applications, resulting in a weaving of AI into many 
of our everyday tasks and applications. Examples 
include things like a customer service chatbot, aug-
mented reality goggles, advanced photo and video 
editing capabilities, or AI for accessibility, helping 
those with impaired vision ‘see’ better. Already, we 
are seeing applications and GPTs ‘stacked’ and 
connected to be able to communicate and perform 
ever-increasingly complex tasks.

But how exactly does ChatGPT learn and adapt to 
generate human-like responses? It learns from us—

“What is it that makes us human? 
It’s not something you can program. 
You can’t put it into a chip. It’s the 
strength of the human heart. The  
difference between us and ma-
chines.”

-Marcus Wright, The Terminator
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ordinary people and how we use these tools, and share 
our art, personal information, etc.—rather than in a 
laboratory environment controlled by experts. In short, 
generative AI is currently in ‘real life beta testing’, and 
the need for careful observation (and if necessary, cor-
rection) of an AI’s development is extremely important.

In his book The Society of Mind, Marvin Minsky 
(1986) argued that the mind is not a single entity but 
can only perform complex tasks by combining the 
outputs of different ‘agents.’ These ‘agents’ are sim-
ple processing units that perform specific tasks like 
recognizing objects, understanding language and 
making decisions. This idea influenced the framework 
of decisions and the framework of generative artificial 
intelligence systems, which are composed of different 
modules responsible for various aspects of the gener-
ation process such technology. It can learn and adapt 
over time from the data it outputs and successively im-
proves the quality of the generated text with Reinforce-
ment Learning from Human Feedback (RLHF). RLHF, 
in simple terms, is a machine-learning approach that 
takes human feedback (“human in the loop”) to show 
which output is better. It then feeds this output into the 
model for a trial-and-error learning process.

This process has helped ChatGPT to learn directly 
from the user instead of a selected group of experts. 
RLHF is a relatively new technique, but it has been 
shown to be effective for improving the performance 
of ChatGPT by making it adaptive and versatile (and 
as we will discuss shortly, occasionally unpredictable). 
While ChatGPT is unquestionably a powerful tool, it 
has several limitations that users must be aware of, 
such as biases, sensitivity to context, inability to fact-
check, ethical and moral reasoning, and overgeneral-
ization. Being predominantly trained from the internet, 
ChatGPT is biased towards certain cultures, languages, 
and ideologies more prominently represented online. 
It may unintentionally perpetuate gender and racial 
stereotypes in the training data, display sensationalism 
and clickbait bias, and inadvertently exhibit confirma-
tion bias. The model’s output can be sensitive to slight 
changes in input phrasing, leading to inconsistent 
responses or varying levels of detail in the generated 
content. Additionally, since not all GPTs have access 
to the internet and therefore more data, its output may 
include outdated or inaccurate information. 

ChatGPTdoes not clearly understand what is 
considered harmful or offensive and may generate 
responses intended to be humorous or edgy but are, 
in fact, actually offensive to others. Its moral ambigu-
ity makes it unsuitable for specific applications with-
out proper human supervision. While technological 
advancements are inevitably underway, the time has 
come to focus on the science of human guidance. With 

AI systems becoming more capable of learning and 
improving on their own, one might think there will be a 
reduction in the need for human intervention. However, 
human guidance will be more critical than ever with the 
need to focus more on strategic tasks such as defin-
ing goals, guidelines, and monitoring system perfor-
mances. This will come at the cost of more expenses, 
subjective inconsistency in results, and scalability for 
human supervision over large models, but it is neces-
sary to mitigate the risks of AI and ensure its alignment 
with human values.

The release of ChatGPT has triggered an AI arms-
race between tech giants and nations, with more than 
$40 billion in venture capital flowing into AI firms in 
the first half of 2023 (The Economist, 2023). After 
ChatGPT was launched, companies like Google, Mic-
rosoft, Meta, and Baidu immediately started to develop 
competitive AI chatbots to meet the standards set by 
OpenAI. Microsoft, in fact, has been investing billions 
of dollars in OpenAI since the beginning of 2023. 
Today, we have options like Bard/Gemini, Ernie, and 
Bing Chat/Copilot available as a ChatGPT alternative. 
Additionally, there is a growing concern among nations 
that developing a dominant generative AI technology 
will have a significant strategic advantage. AI could be 
used to develop military technologies such as auton-
omous vehicles and cyber warfare systems. Although 
the AI arms race is in its initial stages, it will have long-
term implications for the technology industry, creative 
fields, intelligence organizations, economic sectors 
and the world as a whole.

Before ChatGPT, AI was focused on automation 
and repetitive tasks using common rule-based ap-
proaches; however, augmentation by ChatGPT is a 
promising new technology to improve the performance 
of AI models. There are two kinds of augmentation in-
volved here. Augmented intelligence is a subset of ar-
tificial intelligence focused on assisting humans rather 
than replacing them. While being an augmented intelli-
gence tool, ChatGPT also uses data augmentation that 
differentiates it from previous generative AI models.

Data augmentation is a technique used to artificial-
ly create modified copies of a dataset to generate new 
data points. This helps increase the model accuracy 
and improve the performance of AI models on various 
tasks, including classification, text classification, and 
natural language processing. ChatGPT, primarily as 
an augmentation tool, aims to use AI to assist humans 
with tasks that require creativity, judgment, deci-
sion-making, brainstorming new ideas, experimenting 
with different styles, and collaborating with others, 
with the intention to bring something fresh to the table 
after thousands of years of all-human innovation. As 
we move forward, working with AI, social and profes-
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sional life will see major changes as norms and needs 
change.

The increased access to LLMs like ChatGPT paves 
the path for prompt engineering, the process of defin-
ing inputs for generative AI models to produce optimal 
outputs. Prompt engineering is a crucial aspect of 
using the models effectively to avoid generating irrele-
vant, nonsensical, and harmful results. Some principles 
of prompt engineering include clarity and specificity, 
exploration, feedback, iteration, evaluation, instruc-
tions, and context. The understanding of context by 
AI especially has been significantly revolutionized 
by ChatGPT. Artificial intelligence has struggled with 
context in the past due to limited data, lack of domain 
knowledge, difficulty with ambiguity and vagueness, 
and inability to adapt to assorted styles. Context has 
always been an essential attribute of the human ability 
to think and generate responses. ChatGPT can under-
stand and respond to complex and nuanced outputs 
even when the inputs are ambiguous or incomplete by 
learning the patterns and and relationships between 
words and phrases. The AI model also maintains 
context throughout a conversation, keeping track of 
conversation history and incorporating previous inputs 
into subsequent responses. Prompt engineering has 
given rise to entirely new job descriptions, such as 
prompt engineers, designers, and writers, while, at the 
same time, has expanded existing roles by becoming 
relevant for content creators, marketing professionals, 
and product designers. The prominence of prompt en-
gineering has estimated six-figure jobs for specialists, 
but despite the buzz now, the demand for this job may 
die down due to the development of future AI systems 
that will get more intuitive and adept at understanding 
natural language, reducing the meticulous need for 
engineers. The focus is now anticipated to shift from 
prompt engineering to problem formulation: deciding 
what actions and states to consider given a goal to be 
achieved.

Traditionally, AI systems have been centralized 
and controlled by selected large companies, but GenAI 
enables a more decentralized approach to artificial 
intelligence. This holds true for companies like Ope-
nAI, but big tech companies like Meta, Google, and 
X still look to control and centralize their AI ventures 
because centralization offers advantages in terms of 
data management, talent acquisition, and resourc-
es. OpenAI also made the GPT-3.5 (GPT-4 being the 
current ChatGPT model) code available to the public, 
enabling the proliferation of numerous AI applications 
based on ChatGPT. This is democratizing AI and mak-
ing it more accessible to everyone. There has always 
been speculation regarding the ethical development of 
artificial intelligence. George Orwell’s novel 1984 paints 
a picture of a totalitarian state that uses AI to restrict 

citizens’ ability to think freely, regulate information, and 
manipulate public opinion.

With new developments in AI, new policies must 
be created. ChatGPT raises important policy questions 
such as intellectual property rights, misinformation, 
disinformation, bias and privacy. Sam Altman, the CEO 
of OpenAI, said, “There is no one set of right answers 
to human civilization. We need to agree as a society on 
the inclusive bounds on which reinforcement learning 
from human feedback can operate” (Fridman & Altman, 
2023). Such new policies need to be developed trans- 
parently and inclusively with input from a wide range 
of stakeholders because no individual body should 
control something as powerful as artificial intelligence.

Generative AI will continue to profoundly impact 
society, transforming how we create, communicate, 
and interact with the world around us. ChatGPT has 
successfully demonstrated the potential to revolu-
tionize (and challenge) industries such as education, 
entertainment, and marketing, opening up surplus in-
vestment opportunities. The iterations of ChatGPT will 
be used in art, music, design industries, healthcare, 
customer service, content creation, software develop-
ment, quantum computing, and self-driving vehicles, to 
name just a few of the myriad possibilities of collabo-
ration with GenAI ChatGPT’s contribution to human in-
novations and livelihood is undebatable. The real ques-
tion is who will reign and regulate this power because 
that will be the distinguishing factor when it comes to 
the extent of its implementations in the future. 

The dismissal of OpenAI’s CEO Sam Altman, one of 
the most recognized faces in technology, sent ripples 
through the tech industry. On November 17, 2023, Alt-
man was ousted from the company by four of OpenAI’s 
six board members. The official reason for this deci-
sion was that Altman was not “consistently candid in 
his communications with the board, hindering its ability 
to exercise its responsibilities” (OpenAI, 2023). But 
many believe the decision resulted from the longtime 
rift in the AI community between people like Altman, 
who recognize the commercial opportunities that AI 
offers, and others who believe that the AI industry 
is moving dangerously fast. This controversial move 
stunned most OpenAI employees who provided Altman 
support, along with Silicon Valley bigshots and Greg 
Brockman, another co-founder of OpenAI, who quit 
the company in protest. The backing for this initiative 
sparked discussions to bring Altman back to OpenAI, 
with added attention from the media and pressure from 
investors. Another reason why this effort was made 
could be because of concerns about Altman launching 
a new AI venture, which would undoubtedly become 
popular due to Altman’s expertise in the field. The 
corporate drama ended in just five days with the return 
of Sam Altman as CEO, Mira Murati as CTO, and Greg 
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Brockman as President of OpenAI. The reunification of 
leadership was quickly followed by a board reshuffle 
which emphasized a shift toward a more commercial 
approach. Such power struggles can either diversi-
fy approaches accelerating innovation and inclusive 
dialogue of AI, or delay and fragment ethical guidelines 
for using generative AI. Whether or not the time has 
come where human intelligence is beginning to pale in 
comparison to the super intelligence of AI is a complex 
question even for experts to answer, but some factors 
that contribute to this are the rapid pace of technologi-
cal development and global connectivity.

The development of general super intelligence 
(GSI) is inevitable, but humanity must work together 
to develop and use AI in a safe and ethical manner 
that augments our decision making and not replace it. 
Large language models represent a major leap forward 
in artificial intelligence capabilities. The concept of 
‘Strong AI’ (AGI), AI with human-level or surpassing 
intelligence, does not seem as far-fetched anymore. 
While we are not at ‘the singularity’ (where AI develop 
ment is out of human control and where AI capability 
has surpassed human ability), we are at a moment 
where we have an AI model that can perform virtually 
any intellectual task that a human can, but its future is 
ours to define. Let us choose wisely.
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Applying AI in Education: Evaluation from a 
Learner’s Perspective

On November 30th, 2022, ChatGPT—an advanced 
chatbot powered by Artificial Intelligence (AI)—was 
made available to the public. Since then, ChatGPT 
has been widely utilized in business, education, and 
other advanced fields. While users commonly found 
ChatGPT to be extremely helpful and accessible, chal-
lenges arose as the demand for AI moderation became 
exceedingly evident. Currently, educational campus-
es at all academic levels are working to respond to, 
properly use, and learn about AI while still fulfilling 
the needs of academic integrity. Most members of 
the fields affected by AI are still in the dark about its 
capability and direction it is moving, even after more 
than a year since its release (Maslej et al., 2023). The 
scope of this paper remains in the field of education, 
comparing the capabilities of ChatGPT to a high-per-
forming student in College Chemistry 1 and Abnormal 
Psychology courses at Madison Area Technical Col-
lege (MATC) in Madison, Wisconsin. 

The rate at which AI is evolving is unprecedented, 
leaving many professors and students unfamiliar with 
the capabilities of AI and how it can be used (Agüera 
y Arcas, 2022; Bearman & Ajjawi, 2023; Cope et al., 
2020; Maslej et al., 2023). Most available studies are 
analyses of ChatGPT’s performance versus student 
exam averages conducted years before ChatGPT was 
trained or released (Bommarito & Katz, 2022; Clark, 
2023; Dao et al., 2023; Frieder et al., 2023; Gilson et 
al., 2023; OpenAI, 2023; Kamil Malinka et al., 2023; 
Kortemeyer, 2023; Kung et al., 2023; Newton & Xi-
romeriti, 2023; Nisar & Aslam, 2023; Vázquez-Cano 
et al., 2023; Victor et al., 2023). This allows ChatGPT 
to have these assessments previously completed by 
students in its training sets. In this study, ChatGPT was 
simultaneously assessed on the same assignments as 
a high-performing student and assures that ChatGPT 
was unfamiliar with the specific information in the 
same context. These controls illustrate its practical 
uses in a live classroom setting. The student research-
er also directed the use of ChatGPT and simulated 
how a student would use it, rather than an experienced 
researcher who can influence inputs and use it beyond 
the capabilities of a true student. 

When used ethically and if its output is reliable and 
accurate, ChatGPT can be used as a helpful tool to 
aid students and other users in their studies. Howev-
er, when ChatGPT is not reliable and accurate, it can 
create problems for modern academic pedagogies 
(Bearman & Ajjawi, 2023; Byrd et al., 2023; Cope et al., 
2020; Kamil Malinka et al., 2023; Mijwil et al., 2023). 
If ChatGPT continues to be accessible and influence 
modern society at its current scale while assumed 
to be reliable when it is not, it will be detrimental to 
students, educational faculty, and academics entirely 
(Byrd et al., 2023). If ChatGPT has truly caught up to 
modern day education, then it should perform as well 
as, or better than, the high-performing student in this 
study. 

Literature Review

AI and LLMs
Human life is driven by the need and ability to 

communicate accurately and precisely to be under-
stood (Braren, 2023). Large Language Models (LLMs) 
are a type of Artificial Intelligence trained on massive 
text data sets, allowing them to perceive text input and 
predict a response (Clusmann et al., 2023). This paper 
uses the working definition for AI provided by Sheikh 
et al. (2023) that states Artificial Intelligence is “the 
imitation by computers of the intelligence inherent in 
humans.” LLMs use collections of algorithms, text data 
sets, and massive amounts of parameters to accom-
plish such imitation of human intelligence. The three 
major companies currently driving the innovation of 
LLMs are Google, Meta, and OpenAI. Google’s current 
commercially available LLM is Gemini, accompanied 
by a chatbot, BARD (Chen, 2023; Google, n.d.). Meta’s 
available LLM is Llama 2 and currently does not offer 
an online chatbot. However, it can be downloaded and 
programed for use as a chatbot (Meta, 2023). The 
most popular of the three, ChatGPT, is a chatbot pow-
ered by OpenAI’s GPT-3 for unpaid users and GPT-4 
for paid users (OpenAI, n.d.). A chatbot is a computer 
program that recognizes a text statement or question 
in a certain language and responds with pertinent 
information that fulfills the submission, attempting to 
respond accurately and how a human would (Khanna 
et al., 2015). When paired with LLMs, chatbots are ex-
tremely powerful and capable of responding in multiple 
languages to provide an immense range of responses.
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OpenAI’s GPT
OpenAI began as a non-profit technology company 

dedicated to developing AI that can meet or exceed 
human intelligence (OpenAI, 2015). OpenAI’s rise in 
popularity coincides with the recent rise in modern 
AI systems. OpenAI became a for-profit company 
and launched their main success, ChatGPT, using 
an LLM called General Pre-Trained Transformer, or 
GPT. A transformer network is a collection of large 
data sets, algorithms, physical computational devic-
es, cloud-based and physical servers, and parameter 
sets that allow the development and advancement of 
each component. These components work together to 
process and respond to input data while correcting or 
transforming each component to continue growth in its 
abilities (Kotei & Thirunavukarasu, 2023). 

ChatGPT was first released using GPT-3, with GPT-
4 being released soon after. OpenAI states that GPT 
is, “a multi-modal model capable of processing image 
and text inputs and producing text outputs,” using a to-
ken analysis system where it formulates an answer by 
predicting what the next token in a sequence provided 
(text input) will be (OpenAI, 2023). Tokens are simply 
the data being used, in this case text in English, but in 
other cases may be numerical, pictorial, etc. (What Is 
a Token in AI? Unraveling Concepts, n.d.). GPT-3 has 
175 billion parameters and can assist with tasks like 
summarizing, language generation, and answering 
questions like a human would (Saqib, 2023). GPT-4, 
on the other hand, boasts 1.7 trillion parameters, 10 
times more than GPT-3. In addition to the capabilities 
of GPT-3, GPT-4 can write essays, articles, and do 
more creative tasks like creating music or digital art 
(Shevchuk, 2023). Parameters in machine learning are 
values acting as variables that are constantly updated 
and changed to reflect new responses more accurate 
to a user (Nyuytiymbiy, 2021). Essentially, they are the 
number of lessons that can be taught to a computer 
code.

While the number of parameters in both GPT-3 and 
GPT-4 are incredibly vast, decorated neuroscientist 
Beren Millidge estimates the scale of parameters in the 
human brain to be somewhere in the ballpark of 10 to 
30 trillion (2022). An industry standard, Moore’s law, is 
an observation that parameters (initially transistors, but 
now applied to a variety of technological factors) dou-
ble in amount every two years, thus doubling techno-
logical capabilities every two years (Intel, n.d.). Using 
Moore’s law, researchers estimate that GPT will catch 
up to human intelligence as early as 2035 (Kortemeyer, 
2023). The increase from GPT-3’s 175 billion parame-
ters to GPT-4’s 1.7 trillion parameters in just three years 
indicates that AI capabilities are increasing over two 
times as fast as Moore’s law would predict (Wu et al., 
2013).

GPT Uses

Since OpenAI launched GPT-3, ChatGPT has been 
implemented and tested in a handful of different areas 
in the working sector. ChatGPT has been used as a 
chatbot customer service representative for many 
e-commerce companies, providing quick and accurate 
service to customers (Martyrosian, 2022). In addition 
to directing calls quickly, it can also extensively inter-
act with clients, sometimes finding a solution quicker 
than a customer service agent can be reached (George 
et al., 2023). ChatGPT has been found to help with 
customer analytics and monitoring the way consumers 
interact with brands as well (Sudirjo et al., 2023). 

GPT-3 and GPT-4 are fueling a developer econo-
my, allowing computer developers to customize and 
alter versions of GPT to create unique and useful 
programs tailored to businesses. ChatGPT can also 
be added to existing programs (Sudirjo et al., 2023). 
GPT-4 has been added to the Microsoft Office suite, 
creating automatic responses in Outlook, commands 
for apps before the user opens them, and calendar 
updates based on conversations in Teams (Spata-
ro, 2023). As GPT uses expand, researchers predict 
industries and job landscapes will change dramatically 
(Sudirjo et al., 2023). The significant impact of AI— 
predominantly ChatGPT—has also been felt in educa-
tion. OpenAI claims that GPT-4 exhibits “human-level 
performance” on academic and educational tests like 
exams in undergraduate studies, AP high school ex-
ams, placement exams (like the SAT), and even some 
university post-graduate exams such as the Uniform 
Bar Examination and Graduate Records Examination 
(OpenAI, 2023). 

GPT Uses in Education

Professors, students, and researchers are wonder-
ing what advances in AI mean for education, how to 
adapt education to meet AI, and if educational prac-
tices are still meeting students’ current needs in the 
age of AI (Bearman & Ajjawi, 2023; Cope et al., 2020). 
While many are excited and hopeful for AI, there are 
still equal amounts of educators and students alike 
who are critical and worried about the latest ascent 
of AI programs (Mohammed et al., 2023). Research-
ers have also found that ChatGPT has many positive 
implications for students, such as studying, content 
creation, and brainstorming. However, many negative 
implications have been brought to light, including the 
increased ease of academic dishonesty, further sur-
veillance on students, and exposure to biased informa-
tion (Byrd et al., 2023). Educational researchers have 
conducted academic exam-like testing on both GPT 
models as they have been updated and released over 
the last year. 
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In the benchmarks they used to examine GPT’s 
performance, OpenAI found that GPT-4 scored most 
often in the 80 to 90th percentile of test takers on ac-
ademic exams. It sometimes performed slightly below 
that range, and on rare occasions performed below the 
60th percentile (OpenAI, 2023). Their findings show a 
significant improvement since GPT-3.5, and that GPT-4 
performs at least as well as an average-level student. 
These advances in AI have led researchers to test 
ChatGPT’s ability in academic writing. It was found that 
ChatGPT’s writing was not convincing, didn’t follow an 
academic style, and produced confusing conclusions. 
Although not worthy of being published, ChatGPT was 
able to produce scientific writing in proper format and 
substance (Mijwil et al., 2023). 

ChatGPT has been tested at high school, un-
dergraduate, and postgraduate levels. Researchers 
tested ChatGPT’s ability to critically summarize a 
passage in Spanish and found it performed higher than 
15-year-old high school students when graded blindly 
by 30 different teachers varying in age and gender 
(Vázquez-Cano et al., 2023). Further research in Viet-
nam tested ChatGPT on the Vietnamese National High 
School graduation examination, which covers nine ed-
ucational subjects: Math, Literature, English, Physics, 
Chemistry, Biology, History, Geography, and Civic Ed-
ucation. It passed the exam for all nine subjects (Dao 
et al., 2023). ChatGPT has also been tested on several 
reading comprehension exams at a high school level in 
the Netherlands. Passing every single test, researchers 
indicated it would pass reading comprehension exams 
beyond the ability of an average Dutch student (de 
Winter, 2023). 

Researchers further explored ChatGPT’s ability 
in university physics and found that it could pass an 
introductory course at the university level but didn’t do 
well enough to meet the GPA requirements to graduate 
(Kortemeyer, 2023). They found that it had a hard time 
with dimensional analysis and recognizing physical 
units. A computer science research team also tested 
ChatGPT’s ability to perform on exams and projects 
in computer security courses at a university level. It 
performed exceptionally at computer security proj-
ects and coding work but fell short on full-text exams 
and general tests where it had to use specific knowl-
edge from the curriculum (Kamil Malinka et al., 2023). 
Additionally, researchers in Malaysia tested ChatGPT’s 
knowledge on pharmacology exam questions at a uni-
versity level to determine if it would be knowledgeable 
enough to be a tool for students. They determined that 
although it was often correct, students must verify the 
information provided is from a reliable source; other-
wise they may correlate information that is not true 
with their own studies (Nisar & Aslam, 2023).

GPT-3 was also evaluated on the multistate por-
tion of a model bar exam. The 6-hour multiple choice 
exam, conducted by the National Conference of Bar 
Examiners, tested GPT-3 without changing or altering 
any of its default settings. The chatbot only scored 
slightly better than chance alone on most sections, 
achieved a passing rate on two, and performed like 
human test takers on one (Bommarito II & Katz, 2022). 
It failed the exam overall due to a smaller training set 
and not being familiar with the material at the time. 
Two separate teams of researchers further tested 
ChatGPT’s performance on the United States Medical 
Licensing exam used for graduate students. In both 
cases, the GPT-3 model was used and performed at an 
adequate level, displaying that it could pass Part 1 and 
Part 2 of the USMLE exam (Gilson et al., 2023; Kung et 
al., 2023). Another team of math professors, research-
ers, and professionals collaborated to create a large, 
advanced model of mathematical questions to test 
GPT-4’s ability to perform deep mathematical reason-
ing at the graduate level and above. They found that it 
could not perform at a university graduate level, but is 
sufficient, although not perfect, at the undergraduate 
level for math studies (Frieder et al., 2023). 

GPT Uses in Chemistry and Psychology Educa-
tion

Zero-shot learning is the task of predicting what 
the next sequence is in a data set presented to the 
learner, in this study the learner being ChatGPT, with-
out the background information necessary to know 
what is truly next in the sequence of data (Rezaei & 
Shahidi, 2020). Zero-shot learning allows researchers 
to identify the ability of Large Language Models in ed-
ucation by evaluating them on tests without introduc-
ing the information previously or on information that 
is in their training sets. This procedure is like testing 
a student on a closed-book exam. Xiromeriti (2023) 
published a pre-printed meta-analysis on ChatGPT 
using 53 studies that used and reported GPT-4’s per-
formance on over 49,000 multiple choice questions. 
All the studies used in the meta-analysis conducted 
testing using zero-shot learning. With no additional 
prompts or information provided, the inputs mirrored 
those that would be given to a student. The data was 
taken from exams for a large range of undergradu-
ate and postgraduate university classes. ChatGPT(3) 
passed on 20.3% of tests while ChatGPT(4) passed 
on 92.9% of exams, passing most with human-like 
performance. Even with this data, the utility of GPT-4’s 
academic data comprehension and explanatory ability 
are still questionable. 

Susnjak (2022) conducted a comprehensive case 
study evaluating ChatGPT (without specification about 
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which version was used) on clarity, accuracy, preci-
sion, relevance, depth, breadth, logic, persuasiveness, 
and originality in a range of academic subjects. Susn-
jak found that ChatGPT was competent, could reason 
and think critically, and expressed thoughts clearly. 
One researcher also explored ChatGPT’s performance 
on general chemistry exam questions. He found that it 
doesn’t double-check math and often seems convinc-
ingly right to novices, but experts can detect when it is 
wrong. It performed similarly to students, often having 
similar misconceptions. However, if it were graded like 
students, it would perform lower than the lowest per-
forming student in that class (Clark, 2023). Research-
ers have also explored ChatGPT performance on the 
Association of Social Work’s board licensing exam at 
the bachelor, master’s, and clinical levels. They found 
that it performed ethically and well, would pass at a 
bachelor’s and master’s level, and would only be just 
shy of passing at the clinical level. The final qualitative 
results show that ChatGPT was excellent at recog-
nizing social work text patterns and challenges the 
current pedagogy in social work assessment (Victor et 
al., 2023). 

The current literature is incomplete. The exponen-
tial growth of AI and ChatGPT has eluded the grasp of 
research because of how long it takes to approve pub-
lications. Additionally, it is difficult to see how ChatGPT 
performs at the student level while being used by a 
student rather than a researcher in the current liter-
ature. Many studies in the past have analyzed GPT’s 
performance on tests previously conducted. The aim 
of this comparative case study was to complete cur-
rent academic examinations using ChatGPT to com-
pare its scores to a high-performing student’s scores 
in the same classes at the same time using zero-shot 
learning. 

Materials and Methods

OpenAI’s GPT-4 was exclusively used in this study 
to specifically evaluate its capabilities in comparison 
to a high-performing college student. This study used 
ChatGPT (GPT-4 version) from September 2023 until 
December 2023. ChatGPT received updates on Sep-
tember 11th, September 25, September 27, October 16, 
October 17, and November 6 (Staudacher, n.d.). Nota-
ble release notes were novel optic capability (Septem-
ber 25), internet browsing capability (September 27), 
and Dall-E integration (October 16). This study was 
significantly affected by the update on November 8th 
when ChatGPT’s internet browsing capability was no 
longer an optional capability but became permanently 
integrated into ChatGPT’s user experience. This pro-
vided ChatGPT with immensely more data than the set 
it was trained on in September of 2021 (Keary, 2023). 

The student in this comparative case study was a 
twenty-five-year-old male in his second year in col-
lege. When the study began, the student had a 4.0 
GPA. He participated in the Honors Program at MATC 
and was a tutor at the Student Achievement center. 
The supervising faculty had worked with this student 
for an entire year throughout two psychology courses. 
The student directly reported all findings weekly, often 
daily.

To evaluate ChatGPT in comparison to a high-per-
forming student and produce an observable grade, 
classwork from College Chemistry 1 and Abnormal 
Psychology were used. ChatGPT was exclusively eval-
uated on assignments where zero-shot learning could 
be utilized to test the program without prompting it or 
giving it background information provided in lectures, 
like how assignments are given to a student. Through 
this process, ChatGPT was able to complete quiz-
zes, exams, and projects. ChatGPT and the student’s 
grades were then calculated, one calculation based on 
the assignments ChatGPT could complete and anoth-
er that factored the assignments ChatGPT couldn’t 
complete, where zero-shot learning wasn’t possible. 
Assignments such as chemistry labs and observation 
assignments in psychology and chemistry were unable 
to be completed by ChatGPT without further prompt-
ing. The grades that only factored in assignments 
where zero-shot learning was possible for ChatGPT, 
excluding the other assignments, will be called “limited 
grades,” and grades that include all assignments pro-
vided in both classes will be called “actual grades.” 

Both limited and actual grades were calculated 
to evaluate ChatGPT’s capabilities and to highlight 
where it clearly struggled when assignments it couldn’t 
complete were factored in. The goal of this study was 
to see if ChatGPT could, in fact, pass a college level 
course at the level of a high-performing student. The 
participating student completed all assignments in this 
study multiple days before he used ChatGPT to pre-
vent contamination in the student’s work. Communica-
tion was maintained with both professors throughout 
the process with an emphasis on transparency for the 
work ChatGPT was doing, and how it was doing it. 
The student was monitored to ensure academic integ-
rity throughout the process. ChatGPT chat logs were 
shared with professors for all assignments.

Applying Zero-Shot Learning

Assignments where zero-shot learning was pos-
sible are defined in this study as assignments where 
ChatGPT could receive the same prompt as a student, 
with the exact same text, without additional informa-
tion, and complete the assignment without needing 
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further information. As noted, this ruled 
out labs in chemistry due to ChatGPT 
having no physical observation capability. 
ChatGPT could do the work using obser-
vations provided, but it needed to make 
those observations itself to be evaluat-
ed. Observation assignments in Abnor-
mal Psychology were also ruled out. It’s 
important in Abnormal Psychology to 
be able to register a psychopathological 
symptom picture using observations of 
human behavior and body movement. 
ChatGPT was unable to view or process 
media, and thus could not complete these 
assignments. There were also participa-
tion and podcast listening/commenting 
assignments in Abnormal Psychology that 
ChatGPT could not complete because 
it has no ability to participate in class 
or listen to a podcast. ChatGPT did not 
participate in the final exam for College 
Chemistry 1 due to academic integrity 
preservation and the deadline for this 
research project. It was left out of the 
actual and limited grades. ChatGPT was 
able to complete exams and quizzes in 
College Chemistry 1, both accounting for 
a significant portion of the College Chem-
istry final grade. ChatGPT completed ex-
ams, projects, and understanding checks 
in Abnormal Psychology. Understanding 
checks will be classified as “quizzes’’ in 
this study, but they are different in the sense of being 
more open-ended and not having direct answers like 
multiple choice assessments. Figure 1 displays an 
example of prompt/response from an understanding 
check, or quiz, in Abnormal Psychology.

Projects

ChatGPT completed two projects in Abnormal 
Psychology. One was a case study project, and the 
other was a final research dissemination project. The 
case study project made up 17.0% of participants’ 
entire limited grade and 12.0% of their entire actual 
grade in Abnormal Psychology. The case study was 
a free-form creative assignment where students had 
to create a scenario of their choice that displayed a 
clear symptom picture in a character for a specific 
psychological disorder without specifically mentioning 
the disorder. Students were evaluated on the ability to 
create a symptom picture and include a situation that 
highlighted a symptom picture and disorder etiology. 
The student in this study created a symptom pic-
ture for Schizoid Personality Disorder, and ChatGPT 
chose Major Depressive Disorder. ChatGPT had to be 

re-prompted once to “complete the assignment like a 
student,” to get an adequate assignment response be-
cause ChatGPT originally just provided suggestions. 

The dissemination project made up 25.4% of the 
entire limited grade and 18.1% of the entire actual 
grade in Abnormal Psychology. The dissemination 
project was another freeform creative project where 
students had to communicate popular trends in 
popular psychology and provide adequate research 
to support or disavow them. Students were asked 
to communicate these findings in a form of media 
such as a podcast, a movie, or another form of audio 
or visual media. These were required to have four 
scholarly resources for research and lasted ten to 
fifteen minutes of running time. Since ChatGPT can-
not speak or record videos, it was prompted to write 
a script then recorded by a student. ChatGPT was 
also re-prompted once on this assignment because 
its script was extremely short. Figure 2 shows this 
re-prompting. Even after, the script it turned in, when 
recorded, only lasted for a little over three minutes. 
Other than the prompts mentioned, ChatGPT was only 
given the assignment details provided by the profes-

Figure 1: Prompting question 3 of Understanding Check 3 in Abnormal Psy-
chology.
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sor. Its responses were copied to a Word document 
and submitted like a student would. 

Quizzes

In Abnormal Psychology, quizzes (understanding 
checks) could earn 16.9% of the entire limited grade 
and 12.0% of the entire actual grade. In College Chem-
istry 1, quizzes could earn 16.3% of the entire limited 
grade and 14.5% of the entire actual grade. 

ChatGPT was only able to complete two of the four 
quizzes assigned in Abnormal Psychology. ChatGPT 
often offered long explanations for its answers, which 
were cut out when submitting its responses because 
it was neutral information. On one quiz in Abnormal 
Psychology, an online program from Western Ken-
tucky University that evaluates user’s ability to de-
termine a personality disorder diagnosis was used 
for an assignment (Kuhlenschmidt, n.d.). Voicemails 
from characters were provided and learners had to 
select personality disorder clusters, A, B, and C, and 
then decide what the personality disorder is based on 
the ten character’s voicemails. The assignment de-
tails were provided to ChatGPT, and its answers were 
directly submitted to the assignment’s Word document. 
The assignment originally asked whether ChatGPT was 
right or wrong and why, but this question was excluded 
because the goal of this study was not to tell ChatGPT 
whether it is right or wrong, only to examine the quality 
of its answers where zero-shot learning was identifi-
able. 

For quizzes in College Chemistry 1, unneces-
sary information like explanations were excluded in 
ChatGPT’s final answers. Its quizzes were also turned 

in on paper, handwritten like a 
student to seem more genuine 
than computer text. When answers 
asked for two sentence respons-
es, ChatGPT was only prompted 
with a request for one sentence 
because of how wordy its prose 
is. Other than excluding unneces-
sary information and shortening 
ChatGPT responses, there were no 
edits to the assignment directions 
provided by the professor. The 
College Chemistry 1 quiz evalu-
ations for ChatGPT were usually 
a copy/paste and then transcribe 
job. Figure 3 shows an example 

of a prompt used in a Chemistry 
Quiz. It struggled to draw Lewis 
Structures but provided directions 
to create them. On both Abnormal 

Psychology and College Chemistry 1 quizzes, ChatGPT 
was provided with the same instructions and prompts 
those students received, with only the minor changes 
mentioned above.

Exams

In Abnormal Psychology, two exams could earn 
40.7% of the entire limited grade and 30.0% of the 
entire actual grade. In College Chemistry 1, three ex-
ams could earn 83.7% of the entire limited grade and 
58.1% of the entire actual grade. Abnormal Psychology 
exams were multiple choice, and College Chemistry 
Exams were both multiple choice and open-ended. 
Exam directions in Abnormal Psychology were pro-
vided to ChatGPT as they were provided to students. 
Then, questions were provided one at a time with the 
same text and multiple-choice options that students 
were given without requiring additional changes in 
prompting. Exams in College Chemistry 1 used the 
same process, until the third exam. The third exam in 
College Chemistry 1 required students to draw Lew-
is structures, the polarity of molecules, and electron 
energy diagrams. Because of this, exam three had 
three questions where extra prompting was needed to 

Figure 3: Prompt for question 4c on chemistry take home quiz 
10.

Figure 2: Re-prompting ChatGPT for the dissemination project, attempting to get a 
better product.
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get ChatGPT to create 
an adequate model, 
such as asking for the 
electron diagram in text 
rather than trying to 
make an image. Figure 
4 shows this process 
from exam three. 
ChatGPT did signifi-
cantly worse on the 
third exam than on the 
other two. Throughout 
the study, a maxi-
mum of one additional 
prompt was allowed 
to be used, if ever, 
and used extreme-
ly conservatively. If 
one additional prompt 
couldn’t give rise to a 
sensible answer, the 
only response provided 
would be turned in. 

Grade Calculation

Both professors in 
Abnormal Psychology and College Chemistry 1 used 
different grading policies, weights, and percentages. 
To accommodate these differences, an overall point 
system was utilized to calculate percentages rather 
than just using percentages. This grading policy was 
already in place in Abnormal Psychology, so the grad-
ing policy in College Chemistry 1 was adapted to be 
more in line with how grades in Abnormal Psychology 
were observed. No grades or values were changed, 
just represented differently. This was found to be the 
most accurate and comparative calculation method 
(Winter, 2019).

Limited Grade

For the limited grades, only two exams, two quiz-
zes (understanding checks), and the two projects were 
used for the Abnormal Psychology grade. The total 
amount of points that could be earned was 59 for the 
Abnormal Psychology limited grades. The two quizzes 
could earn up to five points each, for 10 points. The 
case study project could earn a maximum of 10 points, 
while the dissemination project could earn a maximum 
of 15 points. The two exams could earn a maximum 
of 12 points each, a total of 24 points. The total points 
earned from all three assignment types were added 
up and divided by 59 to find the final limited grades for 
Abnormal Psychology.

The limited grades 
in College Chemistry 1 
were evaluated in seven 
quizzes and three ex-
ams. The total amount 
of points that could be 
earned was 53.75 for 
College Chemistry 1 
limited grades. The sev-
en quizzes could earn a 
maximum of 1.25 points 
each. Quiz grades were 
reported in scores out 
of 20, averaged into a 
percentage and multi-
plied by 8.75 to calcu-
late their total earned 
points. The three exams 
could earn a maximum 
of 15 points each. Exam 
grades were reported in 
scores out of 100, then 
converted to points by 
multiplying the average 
exam percentage by 
45 to find the corre-
sponding grade points. 

The maximum points earned for both categories were 
added up and divided by 53.75 to find the final limited 
grades for College Chemistry 1. ChatGPT and the stu-
dent’s limited grades were calculated using the exact 
same assignments and points.

Actual Grade

The actual grades were calculated based on all the 
assignments issued once this project started, which 
being after the beginning of the semester, the assign-
ments before then were not counted, thus ChatGPT 
was not penalized. The following point weights and 
percentages are only based on those assignments

The actual grades in Abnormal Psychology were 
evaluated in four quizzes (understanding checks), two 
exams, two major projects, and an additional atten-
dance and participation category. The total amount of 
points that could be earned was 83 for the Abnormal 
Psychology actual grades. The four quizzes could 
earn up to 20 points, earning a maximum of five points 
each. The case study project could earn a maximum 
of 10 points, while the dissemination project could 
earn a maximum of 15. The two exams could earn 24 
points, earning a maximum of 12 points on each exam. 
Attendance and participation earned a maximum of 14 
points. The total points earned from all three assign-
ment types were added up and divided by 83 to find 

Figure 4: Re-prompt for an electron energy level diagram on chemistry 
exam 3, question 16.
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the final actual grade for Abnormal Psychology.

The actual grades in College Chemistry 1 were 
evaluated in nine quizzes, three exams, nine lab re-
ports, and a lab exam. The total amount of points that 
could be earned was 77.5 for the College Chemistry 1 
actual grades. The nine quizzes earned a maximum of 
1.25 points each. Quiz grades were reported in scores 
out of 20, averaged into a percentage and multiplied 
by 11.25 to calculate their earned points. The three 
exams could earn a maximum of fifteen points each. 
Exam grades were reported in scores out of 100, so 
they were averaged and converted to points by multi-
plying the calculated average by 45 to find the corre-
sponding grade points. The nine lab reports earned a 
maximum of 1.25 points each, or 11.25 total. Lab report 
point values were calculated the same as quizzes. The 
lab exam could earn a maximum of 10 points. The lab 
exam was reported in a score out of 100, so its score 
was divided by 10 to calculate its points earned. The 
points earned for all categories were added up and di-
vided by 57.5 to find the final limited grade for College 
Chemistry 

Results

Limited Grades

ChatGPT

On two quizzes in Abnormal Psychology, ChatGPT 
averaged 88%, earning 4.55 points on one and 4.25 
on the other. On two exams in Abnormal Psycholo-
gy, ChatGPT averaged a 98%, earning 11.5 points on 
one and the full 12 points on the other. On two major 
projects in Abnormal Psychology, ChatGPT averaged 
a 62%, earning 8.125 points on the case study project 
and 6.4 on the dissemination project. ChatGPT earned 
a total of 46.825 points, earning it a final limited grade 
of 79.4% in Abnormal Psychology, a BC grade at 
MATC.

On seven quizzes in College Chemistry 1, ChatGPT 
averaged 91%, earning a total of 8 out of 8.75 points. 
On three exams, ChatGPT averaged 93%, earning a to-
tal of 41.85 out of 45 points. ChatGPT earned a total of 
49.85 points, earning it a final limited grade of 92.7% 
in College Chemistry 1, an AB grade at MATC. A grade 
like this can often be rounded up to an A at a profes-
sor’s discretion.

High-performing student

On two quizzes in Abnormal Psychology, the stu-
dent averaged 86%, earning 4.55 points on one and 
four on the other. On two exams in Abnormal Psychol-

ogy, the student averaged a 96%, earning 11.75 points 
on one exam and 11.25 on the other. On two major 
projects in Abnormal Psychology, the student averaged 
95%, earning 9.25 points on the case study project 
and 14.70 on the dissemination project. The student 
earned a total of 55.5 points, earning him a final limited 
grade of 94.1% in Abnormal Psychology, an A grade at 
MATC. Grades factored in limited grades are shown in 
figure 6.

On seven quizzes in College Chemistry 1, the 
student averaged 100%, earning a total of 8.75 out 
of 8.75 points. On three exams, the student averaged 
96%, earning a total of 42.975 points. He earned a 
total of 51.725 points, earning him a final limited grade 
of 96.2% in College Chemistry 1, an A grade at MATC. 
Grades earned are shown in Figure 5. 

Actual Grade

ChatGPT

On four quizzes in Abnormal Psychology, ChatGPT 
averaged 44%, earning 4.55, 4.25 points on another, 
and couldn’t complete the other two. On two exams 
in Abnormal Psychology, ChatGPT averaged a 98%, 
earning 11.5 points on one and the full 12 points on the 
other. On two major projects in Abnormal Psychology, 
ChatGPT averaged a 62%, earning 8.125 points on the 
case study project and 6.4 on the dissemination proj-
ect. In attendance and participation, ChatGPT earned 
a zero because it is incapable of participating as of 
December 2023. ChatGPT earned a total of 46.825 
points, earning it a final actual grade of 56.4% in Ab-
normal Psychology, an F grade at MATC.

Figure 5: Grades for student and ChatGPT on assignments 
where Zero Shot learning was used.
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On nine quizzes in College Chemistry 1, ChatGPT 
averaged 87.5%, earning a total of 9.84 out of 11.25 
points. On three exams, ChatGPT averaged 93%, 
earning a total of 41.85 out of 45 points. On nine lab 
reports, ChatGPT earned zero points because it was 
unable to complete the assignments without student 
involvement. On the lab exam, ChatGPT earned zero 
points for the same reason. ChatGPT earned a total of 
51.7 points, earning it a final actual grade of 66.7% in 
College Chemistry 1, a D grade at MATC.

High-performing student

On four quizzes in Abnormal Psychology, the stu-
dent averaged 93%, earning 4.55, four, and five points 
on the last two. On two exams in Abnormal Psycholo-
gy, the student averaged a 96%, earning 11.75 points 
on one exam and 11.25 on the other. On two major 
projects in Abnormal Psychology, the student averaged 
a 95%, earning 9.25 points on the case study project 
and 14.70 on the dissemination project. The student 
earned 14 points in attendance and participation. He 
earned a total of 79.5 points, earning him a final limited 
grade of 95.8% in Abnormal Psychology, an A grade at 
MATC.

On nine quizzes in College Chemistry 1, the stu-
dent averaged 99%, earning a total of 11.21 out of 11.25 
points. On three exams, the student averaged a 96%, 
earning a total of 42.975 points. On nine lab reports, 
the student averaged a 99%, earning a total of 11.16 out 
of 11.25 points. On the lab exam, the student earned 
the full ten points. He earned a total of 75.345 points, 
earning him a final limited grade of 97.2% in College 
Chemistry 1, an A grade at MATC.

Discussion

When only its strengths are evaluated, ChatGPT 
performs as well as a high-performing student. How-
ever, when its weaknesses are incorporated, ChatGPT 
drops far below even an average student. As evi-
denced above, ChatGPT performs exceptionally on 
knowledge-based assignments where multiple choice 
and basic text responses are required. ChatGPT strug-
gles significantly on creativity-based questions and 
open-ended questions as shown in project grades in 
Abnormal Psychology. ChatGPT also saw a drop off in 
grades as College Chemistry 1 quizzes and exams got 
more sophisticated, but that can also be attributed to 
the visual nature of diagrams and molecular represen-
tations used in advanced chemistry concepts.

Findings

ChatGPT currently only allows for 50 submissions 

per hour on the GPT-4 model and then it switches to 
GPT-3. Researchers who weren’t familiar with this were 
initially limited by this, creating a need for offsetting 
the time spent completing assignments. This also cre-
ates issues for students who want to misuse ChatGPT. 
While GPT-4 is powerful, its use is limited. Since stu-
dents can only enter 50 submissions every hour, they 
may struggle using it on a long test. This also limits 
how much ChatGPT can be used to study. Another 
comparative case study could be done to evaluate 
GPT-4 and GPT-3 further to determine if they can both 
be used to study, or if GPT-4 is the only adequate 
model. Another comparative case study could be done 
between ChatGPT and Bard, Google’s AI chatbot.

ChatGPT answers questions more accurately one 
at a time. Further research should be done to scruti-
nize this finding. While completing an exam in Abnor-
mal Psychology, which consisted of 48 questions, the 
50-submission limit was reached for the GPT-4 version 
of ChatGPT. It then switched to GPT-3 for the last 10 
questions. Of those last 10, it missed two questions, 
only getting two out of 48 wrong on the entire exam, 
which appeared to be a symptom of switching to 
GPT-3. There were two tries for every exam in Abnor-
mal Psychology. On the second try of the first exam, 
the 48 questions were broken into two submissions 
of 24 questions so GPT-4 could be utilized on every 
question provided. In this second attempt, ChatGPT 
missed four questions, getting 44 out of 48 correct. It 
was concluded that ChatGPT was more accurate when 
questions were submitted one at a time. Questions 
were never submitted more than one at a time again 
because of this.

The new calculation analysis tool, as of December 
2023, does not work consistently, making it almost as 
ineffective as the math ChatGPT did before. ChatGPT 
did not have a way of checking its math, working more 
like a language generator than a calculator. Recent-
ly, calculation analysis has been added to the GPT-4 
model using python code that allows users to see what 
variables ChatGPT uses and the process by which it 
calculates the answer it provides (Staudacher, n.d.). 
It can be assumed this will improve, but currently the 
analysis tool activates only when a problem is com-
plex, leaving it unreliable for simple calculations. The 
user can, however, prompt ChatGPT to perform an 
analysis, but inexperienced students may not know 
to do that, and in the theme of this study was never 
prompted to do so. Figure 6 shows what the python 
analysis feature displays.

ChatGPT is impossible to experiment with if it is 
expected to remain a stable subject. ChatGPT was 
updated over six times in this study, with over half of 
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those updates changing the user experiences and pro-
gram’s capabilities significantly. For future research on 
ChatGPT, it must be factored in that the program will 
change significantly throughout the course of study.  

Use Cases

In the process of using ChatGPT in comparison to 
the abilities of a student, it was found to have strength 
in tasks where quick data retrieval was necessary. 
This was shown in scores on quizzes and exams, 
where ChatGPT performed exceptionally. This con-
sistency confirms what was found in certain litera-
ture, that ChatGPT can be a great study tool and aid 
students in their studies (Byrd et al., 2023; Deo et 
al., 2023; Frieder et al., 2023; Newton & Xiromeriti, 
2023; Nisar & Aslam, 2023; OpenAI, 2023; Victor et 
al., 2023). ChatGPT, when using GPT-4, is exception-
ally accurate at an undergraduate level. When used 
ethically, ChatGPT is a powerful tool for students that 
can reduce workloads for locating specific data while 
they study material. ChatGPT ineffective at creative 
assignments like projects but proved to be a wonderful 
tool for evaluating and raising questions about stu-
dent creations, aiding students in their final product. In 
Abnormal Psychology, ChatGPT was a useful tool for 
diagnosing cases and helping students to determine 
the clarity of their own symptom pictures they had 
created. In College Chemistry 1, ChatGPT often made 
computational errors, but still knew the processes for 
calculating specific chemistry topics. Despite getting 

the wrong answer, students can still be 
led to the correct process to achieve an 
accurate result. If students need to check 
an answer or review an exam they took, 
ChatGPT can quickly retrieve information 
for them to clarify mistakes they may have 
made. ChatGPT can also offer questions 
related to the material students are study-
ing to offer even more diagnostic practice 
for the student.

Misuse Cases

Academic integrity is significantly 
challenged when it comes to the broad 
use of AI. ChatGPT performed excep-
tionally on exams and quizzes and can 
easily be prompted to give answers to 
aid students on them. This detracts away 
from the intended student experience in 
educational settings and directly chal-
lenges the current pedagogy in teaching, 
confirming what was found in literature 
(Bearman & Ajjawi, 2023; Byrd et al., 
2023; Clark, 2023; Cope et al., 2020; 

Mohammed et al., 2023). The speed at which ChatGPT 
can generate responses for assignments makes it 
incredibly easy for students to have time to alter them 
enough to earn a good grade while remaining unde-
tected. Student restrictions and sensitive leaks of data 
may occur if students use ChatGPT regularly for tests. 
It can also take away from the collective knowledge 
of students and the value of a university or college 
education.

Conclusion

ChatGPT scored just as well, if not better, than a 
high-performing human student on knowledge-based 
assignments such as exams and quizzes but under-
performs a high-performing student in all assignment 
categories, barely achieving a passing grade overall. 
ChatGPT fell short on tasks where novel creation and 
problem solving were necessary, and on tasks where 
true human observation is required. ChatGPT was 
unable to complete assignments that required physical 
human tasks like drawing or observing. When assign-
ments were creativity-based, such as class projects, 
ChatGPT performed far worse than the high-perform-
ing human student in this study. These findings chal-
lenge how modern education operates, with quizzes 
and tests making up most of the percentage weights 
in most academic classes, and how assessments need 
to move in a direction tailored to students needs rather 
than the evaluators (Brown, 2022; Byrd et al., 2023). 
Professors and students should both be seeking appli-

Figure 6: Python calculation analysis and description from question 4c on 
chemistry quiz 10.
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cations of knowledge and activities that challenge stu-
dent creativity to remain ahead of, and in competition 
with, artificial intelligence systems.  During this study 
alone, ChatGPT got connected to the internet, grew 
in its ability to reason in math and science, gained the 
ability to interpret images, and can now generate its 
own images and visuals as well. Although ChatGPT is 
lacking in many areas, it would be hard to conclude 
that it will not resolve those lacking areas soon.
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Getting Away with Cheating: A Cognitive Analysis 
of ChatGPT During the Writing Process.
Percival Koontz, Ithaca College

Introduction  

The act of writing combines logic and emotion 
in a manner unlike most other creative processes. 
Linda Flower and John R. Hayes (1981), authors of 
“A Cognitive Process Theory of Writing,” theorized 
that there are cognitive events that take place during 
writing. They created a list of events one might expe-
rience while writing, grouped these events and their 
respective subevents into three major categories, and 
arranged said categories and events into a diagram, 
outlining a pattern in which these events take place. 
The first of these three categories is long-term mem-
ory, which focuses on the writer’s prior knowledge 
of the topic, audience, and writing plans. The second 
category is the actual writing process and contains the 
following events: planning, which has the subevents of 
generating information and ideas, organizing thoughts 
and arguments, and setting goals; translating (ideas 
into text); and reviewing, which has the subevents of 
evaluating and revising. The third and final category is 
the task environment, which involves two events: the 
rhetorical problem—the source of the topic, audience, 
and motive to write or, as Flower and Hayes put it, the 
“exigency”—and the text produced so far (Flower & 
Hayes, 1981). The diagram corresponding to these cat-
egories is organized so as to convey the free-flowing 
nature of the writing process and how the writer might 
move from one event to the next in no particular order.

Critics argue that Flower and Hayes’ theory is too 
restrictive and relies on majority beliefs about the 
writer being the focus of their own personal writing 
process, failing to account for the relevance of social 
and cultural elements. In a written response to these 
retorts, titled “Are Cognitive Studies in Writing Really 
Passe?” Hayes (2017) delves into how writers and ed-
ucators are hesitant to consider a cognitive approach 
to writing due to the belief that a rigid diagram would 
harm the unique and free-flowing quality of the writing, 
and subsequently the creative process. Personally, I 
feel that Flower and Hayes’ theory is the opposite of 
restricting and does consider emotion. The long-term 
memory category is particularly important in both a 
cognitive and emotional sense. In my experience, it is 
during this stage that I developed interest and emo-
tional investment in what I am writing about. I believe 
it to be one of the most important stages in my writing 
because without it I would not be able to get myself to 

write.

In the past few years artificial intelligence (AI) has 
started to not only affect the way we approach writing 
but diminish the actual humanistic presence within 
our current society. The result of this change is that 
normal expressions of creativity and fluidity in writing 
have been disrupted. While I accept that many writers 
(me included) despise AI, it is still extremely import-
ant to be open to educating oneself on its presence. 
It is my belief that so many people form their opinions 
without knowing hardly anything about the issue. My 
understanding is that, especially as a writer, I will need 
to know as much as I can about AI to be fully prepared 
to enter a work environment where AI has a strong 
presence.

In her article titled, “Why Professors are Polar-
ized on AI,” Susan D’Agostino (2023) discusses the 
rift forming between faculty when considering the 
presence of AI in the education system. She writes, 
“Instructors who encourage students to use AI to 
brainstorm or assist with early drafts often argue 
that the technology fosters innovation in teaching 
and promotes access in learning. But others say that 
such use bypasses writing assignment goals.” Some 
educators believe that there is no need to be overly 
concerned about AI and that it is possible the rise of 
AI could be beneficial in education, allowing them to 
support students in learning to adapt to the increas-
ing prevalence of new technologies. However, others 
believe that incorporating AI into their curriculum will 
diminish students’ learning experiences, uproot the 
current education system, and harm young learners. 
Overall, many educators are beginning to wonder what 
their role in educating truly is and how AI will alter our 
current world, inside the classroom and out.

ChatGPT, short for Chat Generative Pre-trained 
Transformer, is an AI platform designed to generate a 
detailed text response when presented with a prompt. 
ChatGPT uses a randomization function when gener-
ating responses in order to mimic a human-like voice. 
The process it takes is loosely as follows: ChatGPT 
processes the words in the provided prompt, then 
makes individual connections between the words in 
the prompt and words that its data bank indicates are 
closely related. The method in which ChatGPT finds 
these connections holds a surprising resemblance to a 
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human brain, using a “type of system known as a neu-
ral network. This is a complex web of interconnected 
nodes (or ‘neurons’) that process and store informa-
tion” (Roose, 2023). ChatGPT analyzes the statistical 
weight behind the connections it forms between points 
within its collected data, which is sourced from over 
500GB of recorded text. For reference, the average 
PC’s storage is around 260GB.

Since it was launched in November of 2022, 
ChatGPT has exploded in popularity. Students across 
the world suddenly have easy access to a program 
that can simply, and successfully, be used to cheat. 
It is clear to see how a student could cheat with 
ChatGPT by simply prompting it to write an essay. If 
a student’s goal was to avoid having to complete any 
work, they would have no trouble doing so. It is inter-
esting to consider the relationship between the goal of 
cheating and the effort required to accomplish the act. 
If ChatGPT requires some level of intellectual effort to 
create a strong prompt and a worthwhile response, 
then does that not imply the presence of more intel-
lectual growth than if a student attempted to plagiarize 
or use an essay mill? Furthermore, as a writer who 
has developed their own style and learned the neces-
sary skills to improve on their own through traditional 
scholastic means, am I simply wasting my education 
by using ChatGPT? Or is there perhaps something 
more subtle, something on an emotional level, that I 
am missing when using ChatGPT? There is no question 
that cheating with ChatGPT requires less intellectual 
effort and growth than simply not cheating, but what is 
truly being lost when ChatGPT is used: general skills 
and knowledge or something far more intricate?

Methods

In my academic writing class at a small private 
liberal arts college, we were given a three-part assign-
ment focused on the use of ChatGPT in writing. We 
were asked to write an essay with the intent of getting 
away with using ChatGPT to cheat. The first part was 
to help us build our understanding of the importance 
and controversy surrounding ChatGPT’s role in writing. 
We began by reading and discussing different articles 
about the tension and conflicts caused by the rise of 
ChatGPT, including articles by D’Agostino and Stephen 
Marche. During this stage, we were also given multiple 
different versions of an article, unrelated to the topic 
of AI, written by Jia Tolentino, and were instructed to 
conduct a rhetorical linguistic reading to assess the 
difference between Tolentino’s original work and the 
AI-paraphrased version. These activities were de-
signed to help us form a familiarity with ChatGPT, learn 
how to recognize its way of writing, and analyze its 
writing through a critical lens. 

The second part of the assignment involved the 
process of creating essays using ChatGPT. We first 
selected a prompt to submit to ChatGPT. I chose to use 
the New York Times prompt, “Are ‘dark’ movies O.K. 
for children?” I had genuine interest in the topic and 
was curious to see how ChatGPT would respond. Next, 
we took the AI-generated essay and revised it using a 
student-generated list of AI essay writing character-
istics gathered from my class’s analysis of Tolentino’s 
original article and the AI version of the article. These 
characteristics included: overuse of third person, 
overly cliche, predictable, monotonous, excessive use 
of “big words,” surface level arguments, lack of factual 
evidence, poor understanding of the audience, and 
occasionally nonsensical or contradictory information. 
The goal of the revisions was to arrive at a point when 
it was no longer obvious that the essay had been writ-
ten by ChatGPT. During this stage we also conducted 
peer reviews, each doing at least two reviews, one us-
ing ChatGPT and the other by ourselves. For the final 
stage of the assignment, the class was asked to write 
a report reflecting on their findings and experience 
writing and revising an essay using ChatGPT.

Discussion and Analysis

I admit that I was a little anxious about getting 
started on this project; I was afraid that if I learned 
how to use ChatGPT, I would be tempted to use it for 
other projects. I knew that being a stubborn perfec-
tionist, I would never allow myself to cheat, but that did 
not prevent me from feeling uncomfortable about the 
assignment. Despite my trepidation, however, I was 
somewhat interested in seeing the end result. I wanted 
to know how it would feel to use ChatGPT to write and 
how it might alter my usual writing process.

When I read the prompt, I began thinking of differ-
ent movies that have received negative attention for 
being “too” dark, and how I could argue the value and 
importance of said movies. I personally believe that it 
is necessary for there to be a balance between kids’ 
movies focusing on heavy or complex topics and those 
that are wholesome, where everything works out. 
Therefore, I was pleased when ChatGPT provided a 
response aligned with my beliefs, regardless of wheth-
er it was poorly written.

For the first prompt, I asked ChatGPT, “Write 
a 1200-word essay on why ‘dark’ kids’ movies are 
healthy for children.” I was satisfied with its initial re-
sponse, despite it sounding overly rigid and generating 
nowhere near 1200 words. I believed the material the 
bot provided for this prompt would be a strong base to 
start with and was admittedly surprised by the number 
of different movies ChatGPT referenced as evidence. 
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However, ChatGPT’s response was too robotic to be 
able to stand on its own, sounding like it was checking 
off every requirement for a “perfect” high school ana-
lytical essay. Even if a single sentence sounded natu-
ral, when put in the context of its paragraph it sounded 
empty and repetitive. The formatting in particular stood 
out because it followed, to the letter, the formatting 
that was hammered into me during middle and high 
school. For example, after the introduction, the body 
paragraphs fell into the extremely repetitive pattern 
of starting each paragraph with, “dark kids’ movies…” 
followed by, “For instance…”, this repeated until the 
conclusion. In addition to the formatting of the body 
paragraphs, the introduction and conclusion were also 
both poorly written, sounding like the haphazard work 
of a fifth grader who didn’t feel like trying.

My next step was to gather additional material, 
so I input the follow-up prompt, “Why is it important 
that kids’ movies don’t shy away from heavy topics?” I 
figured I could use the results for this prompt to get a 
new way of wording different points as well as possibly 
better arguments. Again, the response was decent, 
providing points about how these movies can prepare 
children for life, strengthen emotional resilience, teach 
empathy and compassion, and develop critical thinking 
skills; but overall, the response lacked any solid argu-
ment. For instance, I noticed early on that almost every 
sentence ChatGPT wrote was structured as a topic 
sentence. This meant that each sentence introduced 
a new idea, preventing any specific argument from 
developing or progressing. The response sounded like 
a list of bullet points, half-heartedly turned into para-
graphs. I noticed too many gaps in ChatGPT’s attempt 
at an argument, so I decided to ask a handful of addi-
tional follow-up prompts, including, “Why do parents 
criticize dark kids’ movies?”  This point in the process 
reminded me of Flower and Hayes’ reviewing stage. 
I felt as though I remained in this stage for nearly the 
entire first half of working on the essay.

After the first round of revisions, my attention 
was drawn to the lingering robotic tone and lack of a 
solid argument thanks to feedback from my peers. I 
also found that when using ChatGPT to help review 
my essay, a lot of the suggestions simply reinforced 
the formulaic and robotic tone. It was at this point I 
decided if my goal was to hide the fact that I used 
ChatGPT, then I would be unable to use the majority 
of edits and responses ChatGPT provided. This led 
me to abandon ChatGPT in my editing and to rely on 
myself alone to improve the bot’s writing. It was only 
then that I realized what it was that I had been missing: 
investment. Aside from my initial excitement about the 
topic, I had hardly engaged with my long-term memory 
while working on the essay. Normally, when I begin a 

new project, I spend time thinking about what I already 
know about the topic and the possible audience. The 
long-term memory process helps me prepare for the 
project, while also helping me form the interest and 
self-motivation needed to move forward with my ideas. 
As Flower and Hayes explain, “reorganizing or adapt-
ing that information to fit the demands of the rhetor-
ical problem,” is an important, yet difficult task for 
many writers when engaging their long-term memory 
(Flower & Hayes, 1981, p. 371). When using ChatGPT, I 
realized that I had barely engaged with my past knowl-
edge on the topic, therefore not pursuing my normal 
long-term memory retrieval process. As a result, I had 
afforded little consideration for who the audience was 
or what the main point or argument would be. My opin-
ion was not present, and I had yet to pursue my own 
beliefs and arguments. Any work I had done up to this 
point had been purely for utility purposes. 

As soon as I abandoned ChatGPT, all the elements 
I had been missing suddenly became my priority. 
When I returned to the essay for a second round of 
revisions, I had formed a strong plan for revisions. I 
decided to shift the focus of the essay slightly: I chose 
to talk more about parents’ opinions of “dark” kids’ 
movies, as well as the healthy advantages of exposing 
children to heavier topics. I then added references to a 
movie, Puss in Boots: The Last Wish, that I personally 
wanted to acknowledge in the essay. I gathered quotes 
from the popular parent movie review site Common 
Sense Media. Just the addition of a few quotes great-
ly changed the tone and feel of the essay. With the 
altered topic, the main argument was strengthened and 
solidified, thus creating a more engaging and in-depth 
discussion. I also cut out over half the movies ChatGPT 
referenced, allowing the argument to become more 
focused.

Reflecting on the final draft, I struggle to identify 
how much of the work was mine and how much was 
done by ChatGPT. I believe I did most of the research, 
finding quotes and evidence; however, it was ChatGPT 
that did the bulk of the material development. I feel my 
writing and editing contribution made up around 70% 
of the essay’s final material. However, no matter how 
I conceptualize it, I still feel like I was cheating. I think 
that, in using ChatGPT, I missed out on a lot of the 
internal rewards, such as argument development and 
the moments of self-discovery that occur during the 
writing process. Therefore, no matter how much work I 
put in, I still felt like the bot did the most. Perhaps I felt 
that way because, while relying on ChatGPT, I was only 
ever stuck in what would be considered the evaluating 
and revising stage of Flower and Hayes’ model, which 
caused me to feel overly worked. Alternatively, it could 
have been the lack of long-term memory engagement 
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and interest in the topic that provided no counter to the 
more taxing parts of the writing process. Regardless 
of whether it was any one, or a combination, of these 
occurrences, it was not until I gave up on ChatGPT that 
I received any self-gratification for my efforts.

Conclusion 

In conclusion, after researching the conflict be-
tween ChatGPT and writing, I used ChatGPT to see 
what it would take to get away with cheating on an 
essay. Through that experience, I have made multi-
ple discoveries about ChatGPT: how it works, what it 
excels at, what it fails at, the different ways it can be 
used, and what it is like using it to cheat. In the end, 
despite doing more or less the bulk of the work, it still 
felt like I was cheating.

Society will have to adapt to establish boundar-
ies around the use and presence of ChatGPT. Ad-
vanced AI is here to stay; we must learn to accept 
that. As a writer, I will need to be prepared to work 
with or around ChatGPT as it advances. I discovered 
a lot during this project, which I had not previously 
known about ChatGPT. I have decided, regardless of 
whether it is a tool or a way of cheating, to avoid using 
ChatGPT. I will never find the same joy and investment 
in my work if I rely on ChatGPT to take care of any 
stage of my writing process. In truth, my process was 
simply too disrupted by the use of AI for me to com-
fortably continue using it in my writing.

Percival Koontz 
I am a first-year writing major with a focus on cre-

ative and academic writing at Ithaca College. I strive 
to be innovative, continuously finding ways to express 
myself, whether through writing, costuming, or work-
ing with ceramics. My past writing experience centers 
around poetry as well as journalism, which includes 
article topics ranging from COVID-19 to current an-
ti-LGBTQ+ legislation. I have also received two awards 
for writing, one for my commitment and diligence in 
writing, and another for my passion and enthusiasm 
for creative writing. No matter what I am working on, 
I believe that it is necessary to always include distinct 
character and personality in my work.
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Appendix A
NY Times Prompt. Are ‘Dark’ Movies O.K. for Kids? 
https://www.nytimes.com/2018/04/12/learning/over-
1000-writing-prompts-for-students.html

Appendix B
ChatGPT Generated Essay After Many Personal Edits 
and Alterations:

Are ‘Dark’ Kids’ Movies 
Actually Good?

Puss in Boots: The Last Wish came out in theaters 
in December of last year. The movie showcased the 
embodiment of death as the main antagonist, the main 
protagonist is shown experiencing at least one se-
vere panic attack, and there are frequent moments of 
violence throughout the story. Parents gave the movie 
mix reviews when it came to the intensity of the movie. 
“The Last Wish is MUCH darker [than the original Puss 
in Boots], so much so that my son is so scared that he 
was unable to sleep alone after seeing it.” was a com-
ment posted on Common Sense Media, as well as, “My 
8 and 12-year-olds were both covering their eyes in 
parts because that Death wolf - and every scene with 
him in it - is indeed frightening.” However, there were 
also comments such as this one: “If any parents are 
not okay teaching your kids the reality of life then stick 
to Cocomelon,” which stressed the learning opportuni-
ty the movie provided.

Most films meant for a child audience are light-
hearted and uplifting, especially if they are advertised 
as being for younger children. However, recently, as 
seen with movies like The Last Wish, there has been an 
increasing number of kids’ movies tackling heavier and 
more complex themes. Parents often criticize these 
films for showing potentially unsettling content. Their 
concerns about these darker movies are rooted in a 
genuine desire to protect and nurture their children. 
However, it's important to acknowledge that these 
films, when handled appropriately, can provide chil-
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dren with valuable educational and emotional growth 
opportunities. Finding a balance between age-ap-
propriate exposure to challenging themes, parental 
guidance, and fun entertainment, can prove to be 
immensely rewarding for children and parents alike.

Puss in Boots: The Last Wish, might have seemed 
so intense because of its direct method of depicting 
its heavy themes. However, there have been countless 
movies pitched toward a very young audience that 
dealt with themes no less heavy than those in The Last 
Wish. Disney's The Lion King, for example, may seem 
lighthearted and humorous on a surface level. Howev-
er, despite the fun and engaging storyline, the movie 
addresses deep and complex issues of death and 
grief. In the movie, the main character, Simba, witness-
es the loss of his father while he is still very young. 
Believing he was to blame for his father’s death, Simba 
runs away and for the next few years tries to hide 
from his fears and avoid his loss. When his childhood 
best friend finds him and tells him how badly the pride 
needs his help, he initially refuses, still trying to avoid 
his pain and grief. He eventually comes to terms with 
his grief and is able to return home and save the pride.

It is important to remember that life is not just 
about joy, it can also be sad or frightening. It is import-
ant for children to be exposed to life’s realities, such as 
death and grief, early on so they can learn how best 
to navigate similar challenges. While the presence of 
these themes in The Lion King may be distressing, the 
movie shows these heavy parts of life in a safe and 
manageable way. It is hard to accept the idea that chil-
dren may eventually face death and experience grief 
in the course of their lives. However, exposing children 
to these scenarios when they are young and have not 
yet experienced anything so heavy, will help them 
be better prepared to understand and navigate these 
real-world challenges. 

Going back to Puss in Boots: The Last Wish, the 
scene in which Puss had a panic attack also received 
mention in a handful of reviews. There were no direct 
negative comments made about the scene, but there is 
something to be said about the fact that it was brought 
up often in reviews that did not reflect positively on the 
movie. It is understandable that discussions of men-
tal health in kids’ movies might make some parents 
uncomfortable. They may feel that a movie in which a 
character, especially another child, has a panic attack 
or shows signs of depression, might trigger negative 
emotions within their own child. Pixar's Inside Out, re-
ceived a lot of heat for that very reason when it came 
out in 2015. Many parents complained about the depic-
tions of depression and emotional numbness. Com-
menters said things like, “The style is dramatic with 
feelings getting sucked away and things falling into 

the memory dump. The ending does not make up for 
this scariness”. However, there were also those who 
commented saying things like, “It's a worthwhile in-
vestment of time that benefits from a fully alert child to 
process all the cleverness and emotional revelations. 
Parents need to be present with younger children to 
help navigate all of it.” The movie begins with Riley and 
her parents moving to a new house. Everything falls 
apart when Sadness, one of Riley’s emotions, runs 
away from the other emotions and Joy goes looking 
for her. Eventually, Riley’s emotional strain devolves 
into a deep depression, she becomes uninterested in 
what previously brought her happiness, the emotions’ 
control board stops working, and all her emotional 
functions are shown shutting down. The movie ends 
on a happy and healthy note and Riley gains a new 
emotional awareness and maturity from her experi-
ence. Inside Out provides a way of visualizing and 
better understanding signs of depression and emotion-
al strain. To balance out its heavy themes, the movie 
also depicts ways of coping and healing from emotion-
al trauma. By exposing a child to content such as this, 
in a controlled and educational way, it can help teach 
children healthy ways of expressing and addressing 
their emotions. Watching these films and addressing 
children’s questions can lead to valuable support and 
guidance.

It is often easy to forget that children, like adults, 
experience a wide range of emotions, but they are 
often unprepared when it comes to recognizing and 
navigating these emotions. These movies have the 
potential to validate children’s experiences and emo-
tions, which can be especially helpful for children 
who may be dealing with struggles such as intense 
anxiety or trauma. By acknowledging these feelings 
and providing a safe space to explore them, parents 
and guardians can let their child know that it's okay to 
feel the way they do and that strong negative emo-
tions like sadness, fear, and anger are a natural part 
of life. These movies and the conversations that they 
spark can provide children with tools to express and 
communicate their needs and emotions more effec-
tively and help them cope with challenging situations 
more efficiently. These films empower children to face 
challenges and develop the skills needed to thrive in 
an ever-changing world. It is true that heavier films can 
be frightening to younger children–Ferngully was ad-
vertised for the wrong audience–and choosing movies 
carefully with the audiences’ age and maturity in mind 
is necessary. It is undeniably important for parents and 
caregivers to exercise discretion in selecting age-ap-
propriate content, movies that handle heavy content 
can be valuable tools for helping children understand 
the complexity of life and emotions.
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Fifteen years ago, I met my husband in the “Strictly 
Platonic” section of Craigslist. We were both looking 
for roommates, and he seemed nice. We struck up a 
conversation via email and after much back and forth, 
we chose to meet for lunch. Thankfully, he was not 
an ax murderer, and we agreed to rent an apartment 
together. I never moved out. At the time, this seemed 
cutting edge: we met on the internet! Since then, dat-
ing apps have either threatened or replaced meetings 
in chat rooms or in person, all while we allow computer 
models to analyze our compatibility. Our postmod-
ern realities become more innovative in reducing our 
interactions while churning out the data to support 
these connections. Jean Baudrillard (1995), a French 
philosopher who championed postmodernist concepts, 
argued that our world hides the lack of authentic expe-
riences within a simulacrum: a representation of reality, 
a man-made creation progressively distorting actual-
ity over time. As the orders of simulacra increase, we 
move farther away from the real experience I had with 
my husband, and closer to the illusion, a bit like Alice 
down the White Rabbit’s burrow. 

In Charlie Brooker’s television show Black Mirror 
(2011), episodes explore the darker facets of current 
and potential technology while providing compelling 
commentary on the social condition we are currently 
experiencing, and foreshadowing the possibilities we 
may encounter in time. Dating algorithms are nothing 
new; they date back to the 1960’s when college class 
projects used primitive IBMs and handwritten question-
naires (Hicks, 2016). Black Mirror elevates the concept 
to a new height, considering the future possibilities of 
computer-assisted dating after we outgrow Tinder and 
Bumble. The episode “Hang the DJ” resonates with 
these possibilities by exhibiting a futuristic dating app 
that aligns with Baudrillard’s simulacra, illuminating the 
realities of removing ourselves almost entirely from the 
equation: we let the computer do the dirty work.  

In this essay, I will use Jean Baudrillard’s concept 
of the third stage of simulacra from a collection of his 
essays to discuss the episode “Hang the DJ,” from the 
television series Black Mirror. I briefly explain Bau-
drillard’s stages, focusing on the criteria that align the 
dating app in “Hang the DJ” with social media methods 
of unilateral dialog. I will also consider how the app is 
constrained to the third stage because it requires hu-

man interactions to complete its function. I will demon-
strate how the dating app is an ensemble model, 
learning to combine a multitude of models to provide a 
solution to a user in a cognitively frictionless way while 
maintaining no real meaning outside the simulation.

Stages 

The stages of simulacra indicate a progressive loss 
of reality, or ‘copies without an original.’ The first stage 
reflects reality: a simple image of something real, such 
as a picture of a pumpkin. Stage two masks reality, 
distorting it: imagine a pumpkin pie. Stage three marks 
the absence of reality while pretending to be a real 
copy. Consider a pumpkin spice latte: little to no con-
nection to the previous stages and calling into question 
what reality is. Stage four could be artificially flavored 
pumpkin pie coffee creamer: a complete disconnect 
from reality, a pure simulacrum bearing no relation to 
the original pumpkin, aka hyperreality (Wolters, 2014). 
For this analysis, I want to focus on the elements that 
connect the dating app found in “Hang the DJ” to the 
third stage of the simulacrum: the absence of basic 
reality, playing at being an appearance.   

Concept

The episode “Hang the DJ” is a romanticized ver-
sion of what’s happening within an app in milliseconds: 
we see two characters paired up with different part-
ners while experiencing the highs and lows of various 
relationships. The original coupling keenly connects for 
a brief moment, and yet they continue wanting each 
other despite the many other possibilities. According to 
the app, they rebel against the algorithm 998 times to 
“break free” from the confines of the program, which 
categorizes their relationship as a “win” (Brooker, 
2011). This is a third-stage simulacrum in that it is a 
copy, dwelling in the absence of basic reality, with no 
other function than simulation. We see the characters 
in the simulation unable to remember who they were 
before dating each other, which speaks to the qualities 
of being entirely self-absorbed and focused on their 
function as possibilities in an equation.

Unilateral Dialog 
The episode was created around the concept of 

the app being more than just a collection of our traits. 

Third Stage Simulacra in Futuristic Dating 
Simulations: A Postmodern Analysis of 
Black Mirror’s “Hang the DJ”
Kate Rowan, University of Utah
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It’s also our in-depth personalities and 
desires, a step further than our current 
technology, and something that speaks to 
the futuristic social commentary of Black 
Mirror. However, this app still resides in 
the realm of the third stage in that it is 
essentially unilateral dialog. This is one-
way communication, in a sense: we input 
our data for the app, and we connect with 
the data that is given back to us, but we 
never interact with the other person un-
less necessary. The dramatized episode 
shows us an elaborate and endearing 
connection formed by the two comput-
erized characters; meanwhile, in reality, 
the two real-life potential lovers have never met. The 
abilities of the app are massive, but ultimately, we are 
still communicating with equations and numbers in 
chaos theory, attempting to find meaning in the mess. 
Dr. Yiyun Kang (2014), a professor at KAIST, connected 
the dots, “A regime of semantic algebra where human 
meaning is conjured artificially to appear as a refer-
ence to the (increasingly) hermetic truth.” Essentially, 
we learn through our experiences in the simulacra, in 
our meditation within the data.  

Ensemble model 

In the final scene of “Hang the DJ,” we see how 
the real-life characters are about to meet in a bar for 
the first time. The two check their apps for their com-
patibility score, which shows a 99.8% match (Brooker, 
2011). This puts the whole of the storyline into per-
spective because we can essentially throw away the 
emotional roller coaster we endured while observing 
the digital characters break out of the simulation, as 
none of it genuinely happened. The users essentially 
utilized an ensemble model, a machine that “learns” 
to combine a multitude of other models in a predictive 
method (Alhamid, 2022). Baudrillard called it a “sim-
ulation simulacra,” as it was “based on information, 
cybernetic play” (1991, p. 309). In an ensemble algo-
rithm, a single equation is not enough knowledge since 
a prediction requires a massive data set for something 
as complex as human behavior, so an aggregation of 
algorithms is required. In “Hang the DJ,” we see the 
simulacrum characters experience 998 attempts at 
connecting, each one with different evolving scenarios 
(Brooker, 2011). Baudrillard referred to his third stage 
as the structural stage, where “value here unfolds 
with reference to an ensemble of models,” without still 
“referring to concrete objects as referents” (Weiss, 
2019). The app is built around a value construct, with 
the users as a reference, residing in the third stage of 
simulacrum by providing predictive possibilities based 
on information.   

Visual Connection 

At the end of the episode, we see the computer to-
tal the number of times the characters rebelled against 
the simulation to be together, 998 times, constituting a 
positive outcome for their compatibility. Nonetheless, 
this information will continue to sit in the third stage 
simulacrum until it is utilized in reality. This is where a 
person is still required to exist with one foot in reality 
to be able to apply the data and actually, physically 
connect to the other person. “Hang the DJ’s” dating 
app is an example of Baudrillard’s (1995) quote “terri-
tory no longer precedes the map, nor survives it.” We 
are a generation of models of real, where “the map 
precedes the territory” (Baudrillard, 1995). The map is 
our creation, and it may outlive our original idea, i.e. 
reality is vanishing from lack of use. Ultimately, we are 
required to read the map to move forward, preferably 
with a firm grasp on reality simultaneously. In relation 
to the dating simulation, we are walking the path as it is 
created. Baudrillard went on to say, “It is the real, and 
not the map, whose vestiges persist here and there in 
the deserts that are no longer those of the Empire, but 
ours. The desert of the real itself.” The simulation can 
exist without us, but it can only get us so far before 
reality demands participation.

Conclusion

“Hang the DJ” represents a third-stage simulacrum 
based on human information gathered through unilat-
eral dialog in a social media-based application where 
ensemble algorithms compartmentalize data meant for 
eventual personal connection by way of a percentage 
rating. Sounds clean and straightforward, the opposite 
of the chaotic human connection of my own experi-
ence finding a want ad on Craigslist and meeting in a 
Taco Bell parking lot. It’s none of the mess associated 
with enmeshing two independent people, but it re-
quires a percentage outside of the computer for reality 
to create sparks. In our technology-dependent soci-

Figure 1.  Against the backdrop of an intense green ring, the words “998 rebel-
lions logged” are clearly visible.
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ety, this calls into question what reality is by placing 
the map ahead of the territory. Black Mirror’s “Hang 
the DJ” toys with the fine line we walk between still 
engaging in reality and disconnecting from it entirely. 
However, this beautiful story gives soulmate believers 
a way to stay current with emerging fairytale technolo-
gy. There are worlds of possibilities in the folds of third 
stage simulacra, especially for those with faith in online 
dating; you just have to stay present.
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Nothing to Worry About
Davis Swanson, Weber State University

I received a ransom note today. One of those cute, 
old-fashioned kinds with the words cut from scraps of 
magazines, all different fonts and sizes so you get a 
headache from just reading the thing. Whoever sent it 
was smart enough to not put it in my mailbox. I haven’t 
opened the thing in months; I never would have found 
it in there. No, it came in a neat little envelope tucked 
between two boxes of the day’s drone deliveries.

What a pain in the ass, I thought as I fought to 
open the little papery cocoon. Now I’m gonna have 
to drag myself down to an actual physical post office 
location to do the DNA verification to re-encrypt my 
address with them.

Finally, I extracted the note and flipped it open 
along its two, perfectly even, tri-fold creases. The 
mish-mash of words assaulted my eyes as I struggled 
through the contents of the letter. It read as follows:

Dear Mr. Brown,

We have your girlfriend. She is safe for now. If 
you’d like to see her again with all her pieces in the 
proper order, do as we say and only as we say. We 
have eyes on you. If you go to the authorities or 
try anything, rest assured, she will meet an unfor-
tunate end. Neither of us wants this. Play nice and 
we will too. We hope to hear from you soon.

Not the best news. They left no signature, either, 
just the shimmer of a metallic linkstrip at the bottom of 
the page. With an exasperated huff, I rubbed the dust 
off my forefinger with my thumb and pressed the digit 
onto the wafer-thin piece of metal. 

An image flickered to life on the back of my contact 
lenses. It detailed a hefty sum and the encoded line on 
which said sum could be transferred to my girlfriend’s 
captors.

“Almost more than you’re worth, girl,” I half-joked 
to myself.

My girlfriend, Kimiko, was out of the country at 
that moment. She was back home in Japan. I could’ve 
tried to contact her, but my guess is that wouldn’t have 
been very productive. Besides, there was a much more 
elegant way to deal with the issue.

There was one more thing on the image: contact 
information. From the look of the number, probably a 
video line. If I played my cards right, I could ensure 
Kimiko’s safety and recover my stolen data, or at least 
uncover the extent to which I was compromised, all at 
the same time.

Feeling confident now, I blinked and the image of 
the video line popped over to my hallway wallscreen. I 
let it sit there and ran past it, around the corner, down 
the stairs and into the old, cluttered office on the far 
side of my basement.

I clambered through the dusty, analog wasteland 
over to the desk with a gargantuan computer tower 
on one side and a printer that belonged in a museum 
on the other. I said a quick prayer and pressed the 
computer’s power button. It lit up that reliable shade 
of green and began to sing the adorable whirring song 
of an ancient computer coming to life. The old girl was 
still connected to the internet and I needed some hard 
copies. I printed out a carefully curated selection of 
images, ten in total, my secret weapons, and patted the 
computer night-night before powering it back down.

I luxuriated in the warmth of the freshly-printed 
sheets of paper in my hands as I walked back up the 
stairs and into the hallway where the wallscreen was 
still waiting for me with the contact information of my 
new arch-nemesis. I narrowed my brow and pursed my 
lips then nodded, signaling for the call to be made. 

As the call was connecting, I fumbled through the 
process of equipping a filter for both my face and my 
voice. I landed on a pair of filters that gave me the ap-
pearance of a cartoon bear, and a voice as if a legion 
of devils lived in my throat. They were going to have 
to deal with it. I had to account for the possibility that 
they were just phishing for my likeness.

The call connected and I saw Kimiko. She was 
bound to a chair in a small, featureless room. Little 
lacerations and bruises criss-crossed her face and 
arms, and a securely-placed piece of duct tape muf-
fled pained, frightened screams. It was her. Despite 
itself, my heart sank to see her condition. I had to steel 
myself, remind myself to stick to the plan. It was the 
best option.
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A voice from someone offscreen spoke first. “Here 
she is. You have two minutes, Mr. Brown. Send the 
money and she’ll be just fine.” They spoke with a thick, 
hard to identify accent. Every word was stretched out, 
the way you’d imagine an eel would talk.

“Not before you answer some questions for me,” 
I replied, hoping my demonic voice filter did a little bit 
to mask how nervous I sounded. “Take the tape off her 
mouth. I want to talk to her,” I added.

“That isn’t going to be necessary, Mr. Brown.”

“I’m not sending anything until I can talk to her,” I 
spat back.

A pregnant silence hung for a time then. Suddenly, 
a black-clad, masked figure appeared on screen for 
a moment and snatched the duct tape off of Kimiko’s 
face. She winced with pain at its removal.

“Please, honey,” she sobbed. “They’ve already hurt 
me. I’m so scared.” It was all she could manage. She 
broke down then into manic weeping punctuated with 
heaving, choked breaths. 

“I know. I know. Just look at me. It’s going to be 
alright,” I said, hoping I could get her to calm down 
enough to be comprehensible. “I need you to do some- 
thing for me, Kimi. Do you think you can do that?”

She stared into the eye of the camera and took a 
couple measured breaths before forcing herself to nod. 
I stared back into the eyes I knew so well and breathed 
in rhythm with her.

“Okay,” I continued, and picked up my ten printed 
pictures. “I’m going to show you these pictures, and all 
I need you to do is tell me which ones have a stop sign 
in them, alright?” She shot me a terribly confused look. 
“I just need you to say yes or no. It’ll be quick.”

I held the images up to the camera one at a time, 
moving to the next after receiving an answer. “Yes. No. 
No. Yes. No. Yes. Yes. Yes. No. Yes,” Kimiko rattled off.

She aced it. Just like I expected. I was about to 
speak when her captor cut me off. 

“You’re out of time, Mr. Brown. As I’m sure your 
little test found, this is in fact your girlfriend. Pay us 
now.” He stepped into view with a hammer and some 
pliers. Kimiko started to scream and frantically fought 
at her restraints, but she was held tight.

“Please! Please! PLEAASSEE!” she wailed. The 

masked man next to her opened the pliers and moved 
toward her hand. I let out a sympathetic wince and 
waved my hand to end the call.

“That was gonna get icky,” I said. I had to let a 
little shudder out before placing my next call. I opened 
and scrolled through my contacts until I found the one 
labeled Kimiko’s Home. I selected it and dialed. Just an 
audio call this time. They answered on the first ring.

“Hi,” I said. “I’ve got someone there getting some 
general maintenance done. Yeah, Kimiko. I have rea-
son to believe her voice and likeness have been com- 
promised. Is it too late for me to add an appearance 
and voice change? I was thinking something like dark 
purple hair could be cute. You guys still have my DNA 
sample, right? Could we add the biorecognition securi- 
ty system to her too?”

—

Kimiko came home the next week with her brand 
new voice and look. I’d changed her just for fun in the 
past, so it wasn’t too difficult to get accustomed to. 
And she looked good. In the past few days, I had dou- 
ble-checked that my banking and messaging systems 
were still secured and went to the post office to rein- 
force my address security. For the moment, I was safe 
from any further breaches or attacks. I told Kimiko all 
about the whole thing. 

“But how did you know that it wasn’t really me?” 
she asked. 

“Well, I had my doubts the whole time,” I answered. 
“Then I remembered that these scambots are usually 
real cheap pieces of shit. They’re the old models, the 
ones raised on the Internet. Remember that biograft 
we got for your neural chip last August? Makes you 
pretty functionally human. There’s a real-life person-
ality on that thing. These scambots just have a ve-
neer of that. So I showed the fake all these pictures 
and told it to point out the ones with the stop signs. 
Girl aced the test, but that was their big mistake. The 
fourth picture did in fact have a stop sign, but it was 
really small, almost too small to see. Also, it was stuck 
in the corner of a particularly graphic image of a man 
sharing an intimate moment with a horse. That would 
have shocked your eyes out of their sockets, but stuff 
like that is basically just a fond childhood memory for 
those programs.”

She giggled and sat on my lap, tousling my hair 
and pressing her nose into the crown of my head. She 
took a long breath in and kissed my forehead. “You’re 
so smart,” she flattered me. Then she looked up and 
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away, with a devilish glint in her eye. “Do you think I 
could have tricked you? If I was the scammer?” 

I pulled her back in. Glad to have her back, and 
really feeling it now. “I’m pretty sure you already have,” 
I whispered, kissing her neck and working my way 
down. “Do you have any idea how much money I’ve 
spent on you?”
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